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Abstract 

Search engines have become crucial tools today, providing users with access to vast amounts of information. At the core of 

search engine functionality lies the ranking algorithm, which is responsible for determining the relevance and order of web pages 

returned in response to user queries. Ranking algorithms play a critical role in ensuring that users receive the most relevant and 

useful results, particularly in the face of exponentially growing web content. This paper provides an in-depth analysis of 

PageRank algorithms, focusing on their significance in information retrieval systems. The study begins with an overview of the 

foundational PageRank algorithm developed by Google, detailing its reliance on hyperlink structures to rank web pages. The 

limitations of the original algorithm, such as its inability to consider page content relevance and dynamic updates, are explored. 

In response to these limitations, the paper examines advanced ranking methods, including the Weighted PageRank (WPR), 

Hyperlink-Induced Topic Search (HITS), and the Stochastic System Analysis Approach (SALSA). Each of these algorithms is 

analyzed in terms of efficiency, response time, scalability, and effectiveness. Additionally, the paper investigates recent 

enhancements in ranking methods that address the evolving needs of modern search engines, such as personalized search and 

semantic relevance. Experimental comparisons are conducted to evaluate the performance of these algorithms on large-scale 

datasets. Key metrics, including time response, computational efficiency, and relevance accuracy, are used to compare and rank 

the algorithms. The findings provide valuable insights into the strengths and weaknesses of different PageRank methods, 

contributing to the development of more efficient and effective information retrieval systems. 
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1. Introduction 

Information retrieval (IR) is the process to find material 

(documents) of an unstructured nature [1]. one of benefits of 

IR system is that it does not just get documents [11]. It gives 

the researcher the Uniform Resource Locator of these docu-

ments (URL). IR systems must define or handle some prob-

lems: Firstly giving the users related information according to 

his searching (effectiveness of IR system) [17], and secondly, 

minimize the response time to get users requirements (effi-

ciency of IR system), based on these two criteria‟s the user 

will decide which search engine can use it. The main differ-

ence between information retrieval and data retrieval is that 

we use artificial query in data retrieval but in information 
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retrieval, we use natural language, also the query may be 

incomplete in information retrieval but must be complete in 

data retrieval, we will explain the important components of 

the web IR system [1]. It is shown in Figure 1: 

1. Browse documents by using Uniform Resource Locator  

2. (URL). – Crawling process. 

3. Building the index of the documents – Indexing process 

4. User search about information - Querying process. 

5. Retrieves for documents that are related to the user re-

quirements- Ranking process. 

6. Users give IR system Feedback about satisfaction or not. 

 
Figure 1. Important processes of web information retrieval. 

This paper is organized as the following sections; Section 1 

is about the introduction. Section 2 discusses the related work 

which will discusses some of the available PageRank algo-

rithms for Information Retrieval; section 3 compares between 

these algorithms according to different criteria. Section 4 

concludes this paper. 

2. Literature Review 

The literature review provides an in-depth exploration of 

the current state of research in Information Retrieval (IR). It 

covers ranking algorithms relevant to enhancing IR effec-

tiveness and efficiency for web searching. 

2.1. Technology 

Page ranking is a technique used to rank web pages based 

on their degree of importance [2, 13, 14]. Various algorithms 

employ different criteria for page ranking. Some algorithms 

rely on the content of the pages, while others utilize the link 

structure. The first classification is content-based page rank-

ing, which depends on the textual and contextual information 

of the pages [3, 12]. The second classification is connectivi-

ty-based page ranking, which evaluates the structure and 

relationships of links between pages (link-based ranking), as 

illustrated in Figure 2 [4, 15]. 

 
Figure 2. Classification of Web Mining. 

2.2. Page Ranking Algorithms 

In this section will discuss some issues related to infor-

mation retrieval. Starting with description for some available 

algorithms and models, which is one of major challenge in 
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this area. Then go through the experiments carried out in 

information retrieval. 

2.2.1. PageRank Algorithm 

PageRank is one of commonly algorithms used in ranking 

[3, 11], the Google used it in ranking process, it link based 

algorithm. Formula of Page Ranking algorithm calculation 

[16]: 

PR(A)=(1−d) + d(C(T1) PR(T1) + ⋯ +C(Tn)PR(Tn))   (1) 

Here, n is the number of pages accounted, d is dampening 

factor equlas 0.85 and it is used to represent pages that have 

no inlinks to give it some Page Rank value. C (T1), C (T2)... C 

(Tn) are the number of outlinks of pages, T1, T2… T𝑛 are 

links to the page A. 

 
Figure 3. Example of Hyperlinked Structure. 

Figure 3, is example to shows that how page rank algorithm 

works, if we have websites that includes A, B and C, page A 

links to B, C; and B links to the C and C links to the A. to 

calculate the page rank through these steps. 

PR (A) = 0.15 + 0.85 PR (C) 

PR (B) = 0.15 + 0.85 (PR (A)/2) 

PR (C) = 0.15 + 0.85 (PR (A)/2+PR (B)) 

Table 1. Iteration to calculate Page Rank of each page. 

Iteration PR (A) PR (B) PR (C) 

0 1 1 1 

1 1.00 0.58 1.06 

2 1.05 0.60 1.10 

3 1.09 0.61 1.13 

4 1.11 0.62 1.15 

5 1.13 0.63 1.17 

6 1.14 0.63 1.17 

7 1.14 0.63 1.17 

After the iteration of calculation, we will get the below 

result of page ranking PR (A) = 1.14, PR (B) = 0.63, PR (C) = 

1.17, we can see that PR (C) > PR (A) > PR (B). Page rank 

uses link structure, this a reason for the result that produced is 

not relevant to the user‟s query this problem is called theme 

drift. 

2.2.2. Weighted PageRank Algorithm 

The (WPR) Algorithm [7] is an improved of the Page Rank, 

to rank web pages it using the weight of inlinks and the weight 

of outlines gives better results as compared to Page RankAl-

gorithm to calculate the weight of inlinks Eq. 2 and outlinks 

of the web pages Eq. 3 by using the following formula [2]. 

𝑤(𝑢,𝑣)
𝑖𝑛    = 

𝐼𝑢

𝛴𝑃𝜖𝑅(𝑣)𝐼𝑝
                (2) 

Where Iu is the sum of links that coming to page u, Ip is the 

sum links that coming to page p. 

𝑤(𝑢,𝑣)
 𝑜𝑢𝑡    = 

𝑂𝑢

𝛴𝑃𝜖𝑅(𝑣)𝑂𝑝
                (3) 

Here is Ou represents the sum of links that outgoing of page 

u, and Op is the sum of links that outgoing of page p according 

to these changes the formula of page rank Eq. 1 will be 

changed as Eq. 4. 

𝑊𝑃𝑅(𝑢) = (1-d) +d ∑ 𝑊𝑃𝑅(𝑣) 𝑤(𝑢,𝑣)
𝑖𝑛 𝑤(𝑢,𝑣)

 𝑜𝑢𝑡                 (4) 

2.2.3. HITS Algorithm 

The Hyperlink-Induced Topic Search (HITS) is a link 

recognition algorithm developed by Jon Kleinberg that scores 

Web pages. It decides the value of the content of the website, 

its authority and its hub value which calculates the value of the 

links to other pages. HITS is a search algorithm that separates 

the web into links and related pages by its full processing [10]. 

As with PageRank, HITS is an iterative web-based document 

connection algorithm. It has several variations. It is based 

upon demand, i.e. search words are decided by the outcomes 

of (Hubs and Authority) analyzes. As a corollary, the associ-

ated hit on the performance accompanying query time pro-

cessing is carried out during query time and not at indexing 

time. As was the case for PageRank, not all records. Steps 

involved in HITS algorithm: The first move is to locate a 

variety of web sites [8]. Thus for example, the search engine 

thinks this may be an interesting page for the web pages which 

contain the question string on the web page document [9]. 

They are possible sources, theoretically relevant sites despite 

the user's request. So let us assume that these are pages that 

represent at least one of the pages on the base, in this case the 

nodes E, F, G, D so H. All of this node collection is considered 

the foundation group, irrespective of whether it was in the root 

and how it meant about something in the heart. 
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Figure 4. The Base. 

And thus this is the network we can use to locate the relevant 

web sites. Now on this network we must run the HITS algo-

rithm. Just like PageRank, the HITS algorithm operates by 

calculating k iterations just maintaining the scoring track for 

each node. Then the System Upgrade Law is the other norm. 

This is kind of symmetric. The hub mark of each node would 

then be the sum of the authority mark of any node to which it 

refers. Then we will have to normalize, as these scores tend to 

develop and to rise, then we must normalize the hub and the 

authority value with each iteration. And then, for example, you 

take the authority score of each node, say j, and divide the 

authority score of j by the number of all authorities around the 

network. The authority score for j is the quantity of authority. 

And then eight times we will replicate this cycle. it may seem at 

this stage a little vague, so let's take an illustration and see how 

it functions exactly. So we can use the network we have already 

learned about and measure two iterations of the HITS network 

algorithm. As in PageRank, we would have to log the old scores 

in order to determine the new scores. 

 
Figure 5. Scores of node A. 

We look at node A and we analyze which nodes refer to node 

A in order to find out what A's current score is and what C, G, 

and H lead to A turned out to be. And because C, G, and H have 

all 1 hub value, so the new A value would be 3. Now H has a 

server, and it has a new rank of authority 1. All right, now we're 

going to switch to the latest center ratings. It would be quite close, 

except now we can look at the auth tier, rather than the level of 

growing node. And so, for examples, A has an auth grade 1, 

heading towards D. So we will now glance at the old score of 

power. And again, every node has an old authority score of 1 

because this is our first move. And D does, and A would have a 

fresh hub ranking of 1. what we have to do is determine the 

degree of credibility for growing node, then the platform for new 

system ratings. We should standardize next. Then we have to 

include the scores of control and apply the scores for the center in 

order to normalize. Both should sum up to 15 in this situation. 

This is not accurate that they would add up to the same value 

with each length, but they will do the first. They sum up to fifteen 

in this situation. So all the ratings will be separated by 15. And 

then we normalize the ratings if we do so. And now our old 

scores will be the latest authority and turn. So we're prepared to 

head into the next iteration that could be much more challenging 

because not all nodes have the same authority so hub ranking, 

and we have to be cautious with our nodes. 

 
Figure 6. The scores of controls. 

Let's begin with Node A, then. We want to work out the 

latest A score and so need to decide which nodes mean A. 

Therefore, all leads to A, C, G, and H. And now the node 

values of C, G and H, 1/15, 2/15 and 1/15 have to be looked at. 

Then we bring them up to 4/15, and this would be a fresh 

ranking from the authority. So then C has five domains, E, F, G, 

B, D, which are some old domains I show. Therefore and now 

again, looking at A, we don't look at the number, we don't look 

at who points at that, but who points at that. And now the prior 

authority ratings of such nodes must be taken into account. So, 

in this situation, a point to D and D have an old ranking of 2/15, 

and that would be the current hub ranking for A. points to D. 

  
Figure 7. The scores of A. 
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Figure 8. The scores of controls. 

With the other nodes we will start doing this and discover 

different center results. We will standardize next. We would 

then include all the scores of the authority. They are up to 

35/15 in this situation. And any new authority ranking has to 

be split by 35/15. If we do so, the standardized values are 

modified. And for the nodes we do the same. Then we apply 

the centre labels for all nodes, which in this case corresponds 

to 3. So any new Hub score will be divided by 3, and these are 

the normalized scores that are modified. 

 
Figure 9. The scores of controls. 

From two variations of the HITS algorithm these are our 

final latest authority and center results. Unlike PageRank, we 

ask what happens to the results as we start to constantly iterate 

the algorithm. Would it become a common value, here are the 

scores we determined only for k = 2, 2 iterations; these are the 

scores of authority. And what's likely as we head to four iter-

ations? that's what you'd expect. So that's what you'd see, 6 

variations. And for the center performs the same stuff. Those 

are the attributes we have already found for 2 iterations, so we 

will decide what they are with 4 so 6 iterations. 

 
Figure 10. Latest authority and centre results. 

And what you find here is that these ratings don't shift for 

certain domains, but adjust for others. Here I highlight the 

nodes that modified the authority or center score after 6 iter-

ations. For starters, Node B here begins with a 15-score au-

thority. It goes to 18 following four iterations. It's going to 

move to 19 following six iterations. So, is this B score going 

to expand more at any stage or is it going to saturate? And 

then I show you here what happens to node B at the center and 

authority value if we proceed with this version. 

 
Figure 11. The nodes that modified the authority. 

There is a set of variations of this plot on the x-axis, then 

the y-axis has the authority and center values for node B. The 

authority and hub scores are gradually converging into a 

common rating for most of the networks, ask grows larger. So 

that is a special attribute, in this situation, which you consider 

ask grows bigger and bigger. 

The nodes with the lowest ranking are B and C, and the 

nodes with the highest rating are D and E. So when you bear 

in mind the network's initial configuration B, C, and A, those 

root nodes were the ones most significant, and it turns out that 

B and C have the highest ratings. And the main hubs, the 

nodes that lead to nodes that are especially insignificant or 

unique, are D and E. So if all point A and D, B and C, and 

other nodes are found. 

 
Figure 12. The number of iterations. 

http://www.sciencepg.com/journal/ajist


American Journal of Information Science and Technology http://www.sciencepg.com/journal/ajist 

 

20 

 
Figure 13. The lowest ranking nodes. 

The lower graded nodes are B and C, while the highest 

graded nodes are D and E. When you find the original B, C, 

and A configurations of the network, these root nodes are the 

most critical, with B and C being the largest. And the principal 

hubs, the nodes which lead to relatively insignificant and 

special nodes, are D and E. Then if you consider both points A, 

D, B, C, and other nodes. For brief, the HITS algorithm starts 

by constructing the root set of web sites to a basis set for the 

network layout. For short, it expands to a base level. Then 

HITS assigns to each node in the network an authority score 

and a center score. And nodes with incoming edges are as-

sumed to be weak authorities, and instead nodes with out-

coming edges are called strong hubs for weak authorities. 

2.2.4. Stochastic Approach for Link-Structure 

Analysis (SALSA) 

A web page rating algorithm developed by R is Stochastic 

System Analysis Approach (SALSA). S. and Lempel. Moran 

can give high scores to web pages depending on the amount of 

hyperlinks between them. SALSA is rooted in the following 

two other link-oriented rankings: HITS and PageRank: Like 

HITS, the algorithm provides two values for each web page: 

one center and one authority. SALSA encourages the fol-

lowing outcomes. An office is a page that is far more im-

portant than other pages to a single subject and a portal is a 

website with a number of ties to government [5], SALSA 

functions like Classics, on a concentrated subsection that 

depends on the topic. This centered sub gram is obtained first 

by seeking a collection of pages specific to a particular subject, 

then by inserting web pages closely connected to it and using 

pages directly linked from the top-n [6]. 

 
Figure 14. The SALSA community maps. 

SALSA’s similarities to HITS and PageRank: 

1. SALSA uses authority and hub ranking to equate SALS 

to HITS and PageRank. 

2. Using the authority and center sites and connections, 

SALSA builds community maps. 

SALSA’s differences between HITS and PageRank: 

1. The SALSA method generates bi-part map of the au-

thority pages and the middle pages of the community 

table. The SALSA method creates a two section dia-

gram. 

2. A package comprises port pages 

3. One set includes portal pages 

4. All sets of Neighborhood Graph G will be used on each 

page: 

Neighborhood Bipartite Network G Network N: Markov 

Chains: 

1. Three graph G matrices. Four matrices. 

2. Markov Matrix H center series. 

3. Markov Matrix A chain control. 

 
Figure 15. The SALSA bi-part map. 

SALSA should fit into Matrix H and A will come from the 

HITS- and PageRank-type adjacency-matrix L, HITS-type 

L-matrix, PageRank-type weight-type L-matrix, SALSA-like 

column weighting and row-weighted. H and A could be de-

termined by allowing Lr to be L with each non-zero row, and 

allowing Lc to be L with each non-zero column split by its 

column number. 
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H, the center matrix of SALSA consists of non-null col-

umns and rows of LrLcT. A comprises of non-zero rows and 

columns of Lc TLr, the SALSA matrix for authority 

 

 

Eigenvectors: 

Av = λv 

vTA = λ vT 

Numerically: Power Method 

The Power Method: 

Xk+1 = AXk 

Xk+1T = XkTA 

Converges to the dominant eigenvector (λ = 1). 

In order to converge into a single autovector given some 

starting point, matrices H and A must be irreducible for the 

power process. The two H and A are irreducible if our 

neighborhood graph G is associated. When G is not related, it 

would be difficult to converge to the particular dominant 

prospector by using the power method H and A. The expla-

nation demonstrates that the diagram is not linked because 

page 2 of the hub collection is only related to page 1 and vice 

versa. H and A are reducible and therefore have other ele-

ments that cannot be minimized. 

Connected Components: 

H contains two connected components, C = {2} and D = {1, 

3, 6, 10} 

A contains two connected components, E = {1} and F = {3, 

5, 6} 

Cutting and Pasting. Part I: we can now perform the power 

method on each component for H and A: 

 

Cutting and Pasting. Part II: we can now paste the two 

components together for each matrix. We must multiply each 

entry in the vector by its appropriate weight: 

 

 

The Closely Knit Group (TKC) results of SALSA have a 

lower susceptibility than that of HITS. A TKC is an internet 

topology system made up of a limited number of very inter-

connected sites. The existence of TKCs in a clustered sub-

graph impacts the identification by HITS of appropriate au-

thorities [7]. 

3. Comparative Analysis and Summary 

of Web Page Ranking Algorithms 

Tables 2 and 3 below provide a comprehensive overview 

and comparison of various web page ranking algorithms, 

focusing on their advantages, disadvantages, methodologies, 

and performance metrics. Table 2 summarizes the strengths 

and limitations of four widely studied algorithms: PageRank, 

Weighted PageRank, HITS, and SALSA. Each algorithm's 

advantages and disadvantages highlight their unique contri-

butions and shortcomings in addressing web page ranking 

challenges. 

1. PageRank offers fast query time and feasibility but falls 

short in producing results closely aligned with user re-

quirements. 

2. Weighted PageRank improves the quality of returned 

pages compared to the original PageRank but still 

struggles with relevance to user needs. 

3. HITS excels in identifying authority and hub pages and 

supports user-sensitive ranking but suffers from high 

query time costs and susceptibility to designer-induced 

errors. 

4. SALSA effectively mitigates the TKC effect and per-

forms well on general queries but sometimes fails in 

scenarios requiring mutual reinforcement approaches. 

This summary provides a quick reference for understanding 

how each algorithm performs in different contexts, aiding 

researchers and developers in selecting the most suitable 

ranking algorithm for specific applications. Table 3 delves 

deeper into the technical methodologies, input parameters, 

quality of results, computational complexity, strengths, and 

weaknesses of the same algorithms. 

1. PageRank relies on backlinks and computes scores 

during indexing, offering medium-quality results but 

lacking adaptability to natural language queries. 

2. Weighted PageRank incorporates both forward and 

backward links, producing higher-quality results than 
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PageRank but still grapples with theme drift. 

3. HITS combines web structure and content mining, uti-

lizing hub and authority scores, but faces challenges like 

topic drift and high computational costs. 

4. SALSA, which builds on HITS, analyzes sub-web cor-

relations, scoring general queries effectively but exhib-

iting less reliable relative positioning. 

These tables underscore the evolving nature of web page 

ranking algorithms, emphasizing the trade-offs between effi-

ciency, quality, and adaptability. Together, they serve as a 

foundational reference for understanding and comparing 

algorithmic approaches to ranking web content in information 

retrieval systems. 

Table 2. Summary of Various Web Page Ranking Algorithms. 

Algorithm Advantages Disadvantages 

PageRank 

1. Query time is less. 

2. Feasibility As compared to another algorithms the PageRank 

algorithm is more feasible. 

Relevancy to user‟s requirements is Less 

Weighted Pag-

eRank 

The Quality of the pages that is returned is more high than PageRank 

algorithm 

This algorithm results also are less in rele-

vancy to user‟s requirements. 

HITS 

1. HITS returns in the appropriate authority and hub pages thanks to its 

ability to identify pages according to the question chain. 

2. The rating may also be paired with other rankings dependent on 

knowledge set. 

3. HITS is user-sensitive (in contrast with PageRank). 

1. Query Time Cost: Calculation of query 

time is costly. It is a big downside since 

HITS is an algorithm based on a question. 

2. Important: the ranking or the number of 

authorities and hubs may increase due to 

the web page designer's failures. 

Stochastic Ap-

proach Forlink 

Structure Analysis 

(SALSA) 

1. SALSA is less vulnerable to the TKC effect, and produces good 

results in many cases where the mutual reinforcement approach fails 

to do so. 

2. SALSA is particularly effective for very general queries. 

Sometimes the effect is beyond mutual rein-

forcement 

Approach, and it prevents it from finding 

relevant trusted sites (or from finding au-

thorities at all 

Table 3. Comparison of various web page ranking algorithms. 

Algorithm PageRank Weighted PageRank HITS SALSA 

Technique The Structure of web page 
Based on Structure of 

web page 

Web Structure Mining 

and Web Content Mining 

analysis of the correlation 

structure of sub-web graphics. 

Working 

methodology 

scores of pages are computed at 

indexing time 

The web page waiting 

depends on in links and 

out links 

Compute the Hubs and 

Authority 

SALSA can be seen as an 

improvement of HITS. (finding 

hubs and authorities) 

Input Parame-

ter 
The back links 

Forward links and the 

back links 

Contents, Back link and 

forward links 
Contents, Links 

Quality of 

results 
Medium 

More than Page rank 

algorithm 
Less than page rank 

SALSA computationally 

lighter than the 

Mutual Reinforcement ap-

proach 

TIME O (Log n) < O (Log n) 
<O (Log n) (higher than 

WPR) 
O(N + E) 

Strength 
Back links (in links) are very con-

sidered 

The pages are sorted 

according to the weight 

of in links and out links 

Moderate. Hub & author-

ities scores are utilized. 

SALSA is particularly effective 

at scoring fairly general queries 

Weakness 
Results generated at indexing time 

not query time, also inability to 
Theme drift 

Topic Drift and Efficien-

cy 

Relative position was not so 

effective 
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Algorithm PageRank Weighted PageRank HITS SALSA 

handle results by using natural 

language without keywords 

Technique Web Structure Mining Web Structure Mining 
Web Structure Mining 

and Web Content Mining 

analysis of the correlation 

structure of sub-web graphics. 

 

4. Conclusion 

In this paper, we discussed some algorithms that are used in web 

page ranking, and then we looked at related work. This paper 

describes a broad evaluation of the performance of ranking algo-

rithms relative to other link-based features. It builds on a previous 

comparison between HITS, PageRank, SALSA and Weight Page 

Rank. While our previous study found that HITS and PageRank 

were below baseline performance A feature based on the correla-

tion between domains in degrees, which casts doubt Benefit on 

link-based advanced features Web search results ranking. 
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