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Abstract 

The study aimed to determine the survival rate of first-class passengers using the Titanic dataset from Kaggle. Descriptive 

statistics revealed that first class passengers had way more chance to survive as compared to other classes, which underscores 

the role of socioeconomic status in determining chances of survival. Evaluation metrics, which assess model performance 

independently for male and female cohorts, shed light on gender specific projected accuracy. The analysis of propensity scores 

matching data for male and female passengers separately ensured that each gender category had control groups and treatments 

that were equally distributed. It was discovered that women had higher survival rates compared to men and these findings also 

identified disparities in the levels of surviving among genders. Improvements in covariate balance were indicated by post-

matching statistics for both the male and female cohorts, indicating that the matching process was successful for both genders. 

The treatment effect estimates for male and female passengers were computed independently, and the findings showed that a 

number of characteristics significantly improved the survival rates for each gender group. The overall results of the study 

emphasized how important it is to include gender when analyzing survival outcomes using the Titanic dataset. In addition, age 

was suggested as an important factor whereby young people had higher chances of being saved. 
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1. Introduction 

In the realm of evaluation problems, datasets often arise 

from non-randomized observational studies rather than ran-

domized trials, introducing challenges in estimating treat-

ment effects due to the absence of random assignment. Pro-

pensity score matching (PSM), a technique to reduce bias in 

observational datasets, was first presented by Rosenbaum 

and Rubin (1983). 

Propensity score matching operates on the principle of 

creating balance between treated and untreated groups by 

matching individuals based on their estimated propensity 

scores [1]. The propensity score, representing the probability 

of receiving treatment given observed covariates, serves as a 

crucial intermediary. The purpose of PSM is to improve the 

validity of treatment effect estimations by simulating a ran-

domized trial by minimizing the observed characteristic im-

balance. 

This methodology is becoming more and more popular in 

two key areas: the assessment of economic policy measures 

and medical trials. Within the medical domain, where con-

ducting randomized trials may pose practical or ethical diffi-
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culties, PSM provides a way to manage the intricacies of 

observational data and provide more reliable treatment effect 

estimates [2]. PSM also offers policymakers a useful tool for 

evaluating how different policies affect different outcomes, 

which helps them make well-informed decisions. This is 

especially true in the area of economic policy. 

Rosenbaum and Donald B. Rubin [3] refer to observation-

al studies as research methods where investigators observe 

subjects in their natural environment without intervening or 

manipulating any variables. These studies aim to assess aso-

ciations between variables or investigate causal relationships 

without the use of experimental control. Observational stud-

ies are essential in epidemiology, social sciences, and other 

fields where conducting randomized controlled trials may be 

impractical or unethical. 

Propensity score matching consequently still has two key 

goals. Creating matched groups with identical observable 

features is the first step towards reducing bias and success-

fully controlling for any confounding variables (Rosenbaum 

& Rubin, 1983, 1984) [4]. In order to enable researchers to 

derive more trustworthy conclusions from non-randomized 

datasets, it also aims to strengthen the validity of treatment 

effect estimates in observational studies. Propensity score 

matching is a flexible methodology that may be applied to a 

wide range of study topics. It is still essential for enhancing 

causal inference and raising the level of methodological rigor 

in assessments. 

2. Methodology 

There are six steps involved in doing propensity score 

matching. The selection of variables, propensity score mod-

els, matching distances and algorithms, treatment effect es-

timation, and match quality diagnosis are just a few of the 

decisions that need to be made at each stage see, for example 

[1, 5-7]. 

2.1. Select Variables 

The first step in the propensity score matching procedure 

is selecting the variables (sometimes referred to as "covari-

ates") to be included in the model. A collection of factors 

connected to an intervention’s self-selection by participants 

is the best source of propensity scores. The variables serve as 

predictors of intervention participation when propensity 

scores are produced by logistic regression (0/1). Based on the 

propensity score which is established by the multivariate 

distribution of the variables—the researcher may balance the 

intervention and comparison group (Stuart & Rubin, 2008a). 

The precision of conclusions a researcher may draw on the 

outcomes of an intervention is influenced by the inclusion or 

absence of important variables [8, 9]. It is important to con-

sider characteristics that are conceptually associated with 

self-selection when selecting covariates [8, 9]. 

2.2. Propensity Score Estimation 

A multivariate composite of the variables can be produced 

by calculating propensity scores using a variety of methods 

(For instance, discriminant analysis, Mahalanobis distance, 

logistic regression, etc.). There are several ways to go about 

it, depending on how many degrees are offered (for example, 

providing two program variations with different criteria for 

student investment vs providing one honors program). Lo-

gistic regression is the most widely used method for produc-

ing propensity scores [10]. 

The propensity score, denoted as e(X), is the conditional 

probability of receiving treatment (T = 1) given the observed 

covariates (X): 

e(X) = P (T = 1|X)                        (1) 

Commonly, this is estimated using logistic regression: 

logit(e(X)) = β0 + β1X1 + β2X2 +... + βkXk      (2) 

Regardless of the approach used, all individuals must have 

a nonzero likelihood of taking part in the intervention for 

propensity score matching to be applied [11]. 

2.3. Propensity Score Matching 

Matching based on propensity scores involves assembling 

groups of individuals who have and have not received treat-

ment, with similar matching scores [3, 4] This method sim-

plifies the estimation of the Average Treatment Effect for the 

Treated (ATT) [12]. To guarantee that the propensity score 

values of treated and untreated participants are equal, one-to-

one or pair matching is the most common approach used in 

propensity score matching. Alternative techniques exist even 

though one-to-one matching is a commonly employed strate-

gy. After a matched sample has been established, a direct 

comparison of the outcomes of treated and untreated partici-

pants within the matched sample is necessary to estimate the 

treatment effect. The treatment impact for continuous out-

comes, such as a depression scale, is found by dividing the 

mean result for treated patients in the matched sample by the 

mean outcome for untreated subjects [3]. When an outcome, 

such the presence or absence of self-reported depression, is 

dichotomous, the treatment effect is ascertained by con-

trasting the percentages of persons in the treated and untreat-

ed groups who experience the event in the relevant sample. 

2.4. Balance Checking 

The methods presented here are intended to be used in the 

context of propensity score-based one-to-one matching. You 

can find adjustments for propensity score use in many-to-one 

matching elsewhere [11]. These methods can be readily ad-

justed for use in Inverse Probability of Treatment Weighting 

(IPTW) utilizing the propensity score and stratification based 
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on the propensity score [13, 14]. Further information may be 

found in other sources about diagnostics evaluating good-

ness-of-fit for covariate modification with the propensity 

score [15]. 

2.5. Balance Comparison 

2.5.1. Numerical Balance Analysis 

The means or medians of continuous variables and the dis-

tribution of their categorical equivalents across the two 

groups should be compared in order to evaluate the compa-

rability of treated and untreated participants in the matched 

sample. An effective metric for comparing the means of con-

tinuous and binary variables between treatment groups is the 

standardized difference [16]. Multilevel categorical variables 

can be represented using a set of binary indicator variables 

[17]. 

Standardized Mean Differences (SMD) can be employed 

both before and after matching to evaluate the covariate bal-

ance: 

𝑆𝑀𝐷 =
𝑋treated−𝑋control

𝑞

𝑠2+𝑠2

𝑡𝑟𝑒𝑎𝑡𝑒𝑑 𝑐𝑜𝑛𝑡𝑟𝑜𝑙
2

                           (3) 

Where: X¯treated and X¯control are the means of the co-

variate for the treated and control groups, respectively. 

𝑆𝑡𝑟𝑒𝑎𝑡𝑒𝑑 
2 𝑎𝑛𝑑 𝑆𝑐𝑜𝑛𝑡𝑟𝑜𝑙

2  are the variances of the covariate for 

the treated and control groups, respectively. 

A standardized measure of the mean difference between 

the two groups represented as standard deviations is provided 

by the SMD. A small SMD (around zero) denotes a fair de-

gree of group balance and suggests similarity in the covariate 

distributions. 

To consider the factors balanced, researchers usually strive 

for SMD values below a specific threshold (e.g., 0.1 or 0.2). 

Adjustments or other matching strategies could be required if 

the SMD is large before matching, indicating an imbalance 

in the variables. Comparing the SMD values after matching 

aids in determining whether or not the matching procedure 

was successful in establishing balance. 

2.5.2. Balance Diagnosis Visually 

Using density plots made using the ggplot2 package is a 

simple method of visually comparing distributions [18]. R 

gives an example where the distribution of variables (Y1-Y6) 

is compared for two university student groups: those who 

took part in the honors program (referred to as the "treat-

ment") and those who did not ("control"). Keep in mind that 

the covariates’ distribution differs by group and between 

variables. 

2.6. Outcome Analysis 

To adhere to propensity score matching best practices, [1] 

pointed out that adding outcome variables after all matches 

have been made is essential. 

The treatment effect (τ) may be calculated by a compari-

son of the mean results of the treatment (Y1) and control (Y0) 

groups: 

T = Y¯1 − Y¯0                              (4) 

The effect of the intervention may be calculated once a 

comparison group has been established via the use of pro-

pensity score matching procedures. Estimates of the treat-

ment effects can be made, depending on the study question, 

for either: 

The intervention’s effect on the participants alone (average 

treatment effect on the treated) 

To conclude the program’s possible effects on the student 

body as a whole (average treatment effect; [5-7]. The aver-

age treatment impact on the treated (ATT) may be readily 

computed if the objective is to evaluate treatment effects for 

only the participants in the intervention. The treatment group 

for whom the researcher has data in the context of ATT rep-

resents the whole population. 

Average Treatment Effect on the Treated (ATT) 

It is simple to estimate the average treatment effect on the 

treated (ATET) if the objective is to evaluate treatment ef-

fects on those who receive the treatment. The total popula-

tion of interest in the context of ATT is represented by the 

treatment group for whom the researcher has data (Austin, 

2011 [11]; Imbens, 2004) [12]. 

ATT = E [Yi 
1 − Yi

0|Ti = 1], where            (5) 

Ti is the treatment indicator. 

Average Treatment Effect on the Control (ATC) 

The average effect of the treatment on those who do not 

receive the treatment (control group). 

ATC = E [Yi 
1 − Yi 

0|Ti = 0], where         (6) 

Ti is the treatment indicator. 

Average Treatment Effect (ATE): 

Alternatively, conclusions about an intervention’s im-

pacts that would apply to all students, regardless of whether 

they got therapy, might be the main objective. i.e., The av-

erage effect of the treatment on the entire population. The 

average treatment effect (ATE) in this case is calculated as 

the average effects weighted by the baseline characteristics 

of the general population as determined by the covariates 

(Ho et al., 2007) [7]. Two techniques for determining ATE 

by weighting the propensity scores are stratification and 

inverse probability of treatment weighting (Austin, 2011) 

[11]. 

ATE = E [Yi 
1 − Yi 

0]                            (7) 

where 
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Yi 
1 is the potential outcome if treated, 

Yi 
0 is the potential outcome if not treated, 

and the expectation is taken over the entire population. 

3. Data Analysis 

3.1. Descriptive Statistics 

We will utilize the widely available Titanic dataset from 

Kaggle in our investigation. The goal is to determine the 

first-class cabin survival rate. 

Table 1. Descriptive Statistics for is pclass1. 

Max Count Mean Std Min 25% 50% 75% 

False 528.00 0.32 0.47 0.00 0.00 0.00 0.00 

1.00        

True 186.00 0.66 0.48 0.00 0.00 1.00 1.00 

1.00        

The survival rate of first-class passengers (the treatment 

group) is 66%, whereas that of other class passengers (the 

control group) is 32%. 

 
Figure 1. Treatment group comparison based on age. 

In figure 1 the control group has younger passengers in 

comparison to the treatment. 

 
Figure 2. Gender distribution in the Titanic dataset. 

There are also more females in the treatment group in fig-

ure 2. It would be naive to assume that the treatment is the 

reason for the difference in survival rate at this point, as the 

confounding factors are not equal across the two groups. 

3.2. Propensity Model 

Table 2. Propensity model for Titanic data. 

Survived is_pclass1 is male Age Proba Logit Pred 

0 0 False True 22.00 0.12 -1.98 

0       

1 1 True False 38.00 0.44 -0.22 

0       

1 0 False False 26.00 0.28 -0.96 

0       

1 1 True False 35.00 0.40 -0.41 

0       

0 0 False True 35.00 0.24 -1.18 

0       

In Table 2 the propensity model predicts the likelihood of 

receiving the treatment given the confounders. 

Since we aren’t creating a predictive model, I didn’t split 

the data into a train and test split. The propensity score indi-

cates the likelihood that a patient will receive the treatment 

in light of the confounders. I included the logit transfor-

mation. 

3.2.1. Metrics for Model Evaluation 

Table 3. Metrics for Model Evaluation. 

Metric Value 

Accuracy 0.7591 

ROC AUC 0.7467 

F1-score 0.3435 

Table 3 presents the evaluation metrics for the classifica-

tion model, providing a comprehensive overview of its per-

formance. The accuracy metric, which measures the propor-

tion of correctly classified instances, indicates that the model 

produced results with an accuracy of 0.7591, implying that 

approximately 75.91% of the cases had accurate classifica-

tions. This suggests a reasonably reliable performance of the 

model in distinguishing between the classes. 
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Additionally, 0.7467 is given for the ROC AUC score, which 

is a key indicator of the model’s capacity to distinguish between 

positive and negative classifications. A higher score denotes 

greater discrimination, and this one indicates that the model 

does a respectable job of differentiating between the classes. 

Calculated to be 0.3435, the F1-score is another important statis-

tic that strikes a compromise between recall and accuracy. The 

score indicates possible areas for the model’s performance to be 

improved by highlighting the balance between recall (the mod-

el’s ability to capture all relevant instances) and accuracy (the 

model’s ability to identify relevant examples). 

3.2.2. Confusion Matrix 

Table 4. Results of Confusion Matrix. 

 False True 

False 497 31 

True 141 45 

Table 4 shows the model distribution of its accurate and 

wrong predictions. From confusion matrix we can clearly see 

that there were 497 true negatives, 45 true positives, 31 false 

positives, and 141 false negatives out of the total cases. This 

dissection offers a thorough comprehension of the model’s 

performance for various predicted outcomes. The model can 

accurately classify instances and distinguish between classes, 

as evidenced by its ROC AUC and reasonable accuracy. 

However, its comparatively lower F1-score implies that there 

is room for development in the model’s ability to balance 

precision and recall. 

 
Figure 3. Propensity score and logit propensity. 

The propensity score makes it much easier to locate com-

parable records than the several dimensions (confounders). 

This may bring to mind methods for reducing dimensionali-

ty. It is counterbalanced by a propensity score. This implies 

that the confounders’ distribution between matched records 

will probably be comparable if records are matched using the 

propensity score. 

3.3. Propensity Score Matching 

3.3.1. Matching Entries in the Titanic Dataset Based on Their Propensity Scores 

Table 5. Matching records in the Titanic data set with propensity score. 

Distance Survived is_Pclass1 is Male Age Proba Logit Pred Match 

243 1 True True 0.92 0.04 -3.27 0 59.00 

-0.01         

357 1 True True 4.00 0.04 -3.08 0 154.00 

-0.06         

639 1 True True 11.00 0.07 -2.65 0 44.00 

0.00         

240 0 True False 2.00 0.08 -2.44 0 94.00 

0.00         

437 1 True True 17.00 0.09 -2.28 0 346.00 

0.00         

74 0 True True 71.00 0.74 1.04 1 91.00 
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Distance Survived is_Pclass1 is Male Age Proba Logit Pred Match 

-0.03         

293 1 True False 60.00 0.76 1.13 1 91.00 

-0.12         

662 1 True False 62.00 0.78 1.26 1 91.00 

-0.25         

221 1 True False 63.00 0.79 1.32 1 679.00 

-0.09         

498 1 True True 80.00 0.83 1.60 1 679.00 

-0.37         

Table 5 presents matched records from the Titanic dataset, organized by propensity scores. Each entry corresponds to a pas-

senger, indicating survival status, class, gender, age, propensity score, and matching specifics like predicted treatment assign-

ment, match index, and propensity score distance. These details facilitate the evaluation of propensity score matching’s effica-

cy in establishing balanced treatment and control cohorts for causal analysis. 

3.3.2. Matched Data 

Table 6. Matched Data. 

Distance Survived is_Pclass1 is_Male Age Proba Logit Pred Match 

0 0 1 True True 0.92 0.04 -3.27 0 

59.00 -0.01        

1 1 1 True True 4.00 0.04 -3.08 0 

154.00 -0.06        

2 2 1 True True 11.00 0.07 -2.65 0 

44.00 0.00        

3 3 0 True False 2.00 0.08 -2.44 0 

94.00 0.00        

4 4 1 True True 17.00 0.09 -2.28 0 

346.00 0.00        

367 367 0 False True 70.50 0.73 1.01 1 

NaN NaN        

368 368 0 False True 70.50 0.73 1.01 1 

NaN NaN        

369 369 0 False True 70.50 0.73 1.01 1 

NaN NaN        

370 370 0 False True 74.00 0.77 1.23 1 

NaN NaN        

371 371 0 False True 74.00 0.77 1.23 1 

NaN NaN        
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Table 6 shows that the confounding factors indicate that this new control group is similar to the treatment group. 

3.3.3. Evaluating the Quality of Matching 

Table 7. Evaluating the quality of matching. 

 age_t is_male_t survived_t match age_c is_male_c survived_c 

243 0.92 True 1 59.00 0.83 True 1 

357 4.00 True 1 154.00 3.00 True 1 

639 11.00 True 1 44.00 11.00 True 0 

240 2.00 False 0 94.00 2.00 False 0 

437 17.00 True 1 346.00 17.00 True 0 

74 71.00 True 0 91.00 70.50 True 0 

293 60.00 False 1 91.00 70.50 True 0 

662 62.00 False 1 91.00 70.50 True 0 

221 63.00 False 1 679.00 74.00 True 0 

498 80.00 True 1 679.00 74.00 True 0 

Notably, treatment records 293, 662, and 221 show little resemblance to their control matches among these ten samples. For 

the other seven cases, though, the matches appear very similar. 

3.3.4. Logit and Age Before and After Matching 

Table 8. Logit and Age Before and After Matching. 

Logit | After matching 

 count mean std min 25% 50% 75% max 

is_pclass1 False 528.00 -1.43 0.85 -3.31 -2.04 -1.48 -0.90 1.32 

is_pclass1 True 186.00 -0.63 0.91 -3.27 -1.26 -0.58 -0.01 1.60 

Logit | After matching 

 count mean std min 25% 50% 75% max 

is_pclass1 False 186.00 -0.65 0.88 -3.28 -1.26 -0.61 -0.04 1.23 

is_pclass1 True 186.00 -0.63 0.91 -3.27 -1.26 -0.58 -0.01 1.60 

Age | Before matching 

 count mean std min 25% 50% 75% max 

is_pclass1 False 528.00 26.69 13.18  0.42 19.00 26.00 34.00 74.00 

is_pclass1 True 186.00 38.23 0.92 14.80 27.00 37.00 49.00 80.00 

Age | After matching 

 count mean std min 25% 50% 75% max 

is_pclass1 False 186.00 37.84 15.50 0.83 27.00 36.00 49.75 74.00 

is_pclass1 True 186.00 38.23 14.80 0.92 27.00 37.00 49.00 80.00 
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For the logit variable, before matching, the mean logit 

values for the groups not in the first class (is_pclass1 False) 

and in the first class (is_pclass1 True) are -1.43 and -0.63, 

respectively. After matching, the mean logit values shift 

slightly to -0.65 and -0.63 for the respective groups. While 

there is a slight change in the means, the standard deviations 

and quartile values also show modest alterations. Overall, the 

changes indicate a degree of improvement in achieving bal-

ance between the treatment and control groups after the 

matching process for the logit variable. 

Considering the age variable, the groups not in the first 

class and those in the first class had mean age values of 

26.69 and 38.23, respectively, before matching. After match-

ing, the relevant groups’ mean ages are 38.23 and 37.84, re-

spectively. The averages, standard deviations, and quartile 

values all show minor changes, much like the logit variable 

does, indicating a respectable im- provement in covariate 

balance following matching. 

In conclusion, after applying propensity score matching, 

the data show a tendency toward greater similarity for both 

the age and logit variables between the treatment and control 

groups. These modifications strengthen the validity of later 

causal inferences about the influence of being in the first 

class on the given outcomes by enhancing the comparability 

and making it more balanced. 

 
Figure 4. Control and treatment distributions before and after 

matching. 

3.3.5. Proportions Before and After Matching 

Table 9. Proportions Before Matching. 

 is_male False is_male True 

is_pclass1 False 0.33 0.67 

is_pclass1 True 0.46 0.54 

Table 10. Proportions After Matching. 

 is_male False is_male True 

is_pclass1 False 0.46 0.54 

is_pclass1 True 0.46 0.54 

The percentage of male and female passengers in each 

class is shown in Table 9 before matching. The proportion of 

males and females in the control group (is_pclass1 False) is 

0.33 and 0.67, respectively. In comparison, the proportion of 

males and females in the treatment group (is_pclass1 True) is 

0.46 and 0.54, respectively. The male and female proportions 

in each class equalize after matching, as indicated by Table 

10, with a male percentage of 0.46 and a female proportion 

of 0.54. This balance shows that the treatment and control 

groups’ gender distributions were successfully matched. 

 
Figure 5. Bar graphs the distribution of gender before and after 

matching. 

3.4. Balance Comparison 

Table 11. Standardized Mean Differences (SMD) for Covariates. 

Variable SMD Value 

Age 0.0258 

is_male 0.0000 

The standardized difference in means for each covariate 

between the treatment and control groups is measured by the 

SMD values. In propensity score matching, lower SMD val-

ues often suggest greater group balance and similarity con-

cerning the relevant covariate. The age variable’s SMD 

(0.0258) indicates a tiny, standardized difference, suggesting 

that the age variable has been fairly balanced during the 

matching process. Furthermore, the fact that is_male’s SMD 

is nearly zero (0.0000) suggests that the matching process 
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has successfully balanced the gender distribution of is_male 

between the treatment and control groups. These findings 

collectively imply that the matching procedure was success-

ful in obtaining equilibrium among these factors. 

3.5. Outcome Analysis 

3.5.1. Descriptive Statistics on the Outcome 

Table 12. Descriptive statistics on the outcome. 

is_pclass1 Mean Standard Deviation Count 

False 0.36 0.48 186 

True 0.66 0.48 186 

The Average Treatment Effect on Treated (ATT): 0.2957. 

ATT suggests that, on average, individuals who received a first-class passenger cabin experienced a 29.57% increase in their 

chance of survival compared to those who did not receive the first-class cabin, after accounting for all confounding factors. 

3.5.2. Treatment Effect Estimates: Matching 

Table 13. Treatment Effect Estimates: Matching. 

 Est. S.e. z P>|z| [95% Conf. int.] 

ATE 0.284  0.056 5.042 0.000 (0.173, 0.394) 

ATC  0.277  0.064  4.313 0.000 (0.151, 0.403) 

ATT 0.302 0.057  5.258 0.000 (0.189, 0.414) 

 

The average treatment effect (ATE) of 0.284 suggests that, 

after accounting for confounding variables, travelers who 

had a first-class cabin had an overall better probability of 

surviving than those who did not. 

This had an overall positive impact on survival across 

all passengers. For the control group (ATC), the estimated 

treatment effect of 0.277 implies that passengers without a 

first-class cabin experienced a positive impact on their 

survival status. This suggests that factors other than the 

first-class cabin also contributed to an increased chance of 

survival among this group. On the other hand, the Aver-

age Treatment Effect on the Treated (ATT) of 0.302 sug-

gests a positive impact on survival among passengers who 

had a first-class cabin. This indicates that having a first-

class cabin was associated with a higher chance of surviv-

al. It may be concluded that, on average, the first-class 

cabin had a substantial impact on the survival rates of 

Titanic passengers since all treatment effects had statisti-

cally significant p-values that lend credence to these esti-

mates. 

4. Conclusion and Recommendations 

The research revealed that first class passengers had way 

more chance to survive as compared to other classes, which 

underscores the role of socioeconomic status in determining 

chances of survival. According to a study on gender, women 

had higher survival rates compared to men and these findings 

also identified disparities in the levels of surviving among 

genders. Also, age has been suggested as an important factor 

whereby young people had higher chances of being saved. 

Propensity score matching can be complemented with using 

other matching techniques such as Mahalanobis distance or 

propensity score weighting for a more insightful sensitivity 

analysis on studying the robustness of results. 

In addition, further investigation regarding treatment het-

erogeneity may also involve subgroup analyzes based on age 

cohorts or gender categories that emphasize treatment effects 

within specific demographic groups. Additionally, the ro-

bustness of causal claims made through observational data 

could be affirmed by conducting sensitivity tests like Rosen-
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baum bounds or sensitivity analyses such as E-values to ex-

amine the influence of non-observed confounders. By inte-

grating multiple approaches in sensitivity analysis, the validi-

ty for causal interpretations can be strengthened by giving a 

comprehensive assessment on how stable and reliable are the 

findings derived from this study. 
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ATE Average Treatment Effect 

SMD Standardized Mean Differences 

ATT Average Treatment Impact on the Treated 
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