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Abstract 

Students often struggle with identifying the right options that align with their interests, abilities, and aspirations. Most students 

lack the required knowledge to make the right decisions. After receiving a degree, the path to career specialization always seems 

unclear for most students. But, if a student can manage to get it right by choosing the right path for their career, they will 

experience significant economic and psychological benefits. Choosing the right career path is a critical decision that can 

significantly impact an individual's future. Providing effective career guidance is therefore essential, especially for students 

who often face challenges in aligning their interests, skills, and aspirations with suitable career options. This study addresses 

this need by developing and evaluating a comprehensive Career Guidance System utilizing three machine learning algorithms: 

Decision Tree, Random Forest, and Naive Bayes. The system was built using an iterative approach, incorporating a 

user-friendly web page and an interactive chatbot to enhance the career guidance experience. Developed and deployed using 

Python and the powerful Django framework, the system leverages cutting-edge technologies to deliver personalized 

recommendations tailored to each student's unique profile. To evaluate the system's performance, key metrics such as accuracy, 

precision, recall, and F1 score were employed. Notably, the Random Forest classifier outperformed the other algorithms, 

achieving the highest accuracy. This superior performance highlights the algorithm's ability to capture complex relationships 

between student interests, passions, and career choices, making it an ideal choice for career guidance applications. The Career 

Guidance System developed in this study holds significant potential for revolutionizing the career counseling process. The 

choice of algorithms used in this study was chosen given the specific needs of the project, especially considering specific 

concerns of scalability and accuracy. in the advancement of computer science and its applications in career counseling. The 

findings demonstrate the system's overall efficiency and effectiveness, paving the way for its wider adoption and further 

refinement to support students in making informed and fulfilling career choices. 
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1. Introduction 

Career development and its pursuit is an important aspect 

of a student's life. This is because it shapes their future and 

influences their personal and professional growth. Selecting 

an appropriate career path is one of the most significant de-

cisions an individual can make in life. The chosen career has 

major implications for a person's future employment pro-

spects, earnings potential, job satisfaction, and more. How-

ever, picking a career is complex and students often struggle 

with identifying the right options that align with their interests, 

abilities, and aspirations. Most students lack the required 

knowledge to make the right decisions [1]. After receiving a 

degree, the path to career specialization always seems unclear 

for most students. But, if a student can manage to get it right 

by choosing the right path for their career, they will experi-

ence significant economic and psychological benefits. Recent 

advances in technology have led to an exponential growth in 

computing-related career opportunities. This has led to a high 

demand for computing professionals. This demand has 

boosted the number of computing job openings [2]. There is 

now high market demand for qualified computing profes-

sionals to fill critical roles in fields like software engineering, 

computer programming, data science, and information tech-

nology. One of the most important decisions a student or 

graduate must make is to find their first suitable job in any 

field related to computing. This sounds profitable but the 

ambiguity that lies in this career decision stage leads some to 

prolong graduation or switch majors after making unviable 

choices [3]. 

This system will employ three Machine Learning algo-

rithms: Random Forest, Decision Tree, and Naïve Bayes. 

Advanced ML algorithms like random forests or decision 

trees can detect key patterns accounting for multiple strengths, 

weaknesses, interests, and external factors human advisors 

cannot match. The algorithms can ingest diverse student data 

points to determine optimal career and development sugges-

tions tailored to the individual. 

2. Review of Related Works 

As the job market grows increasingly complex and com-

petitive, effective career guidance has become crucial for 

young people and career-changers to identify well-matched 

vocations aligned with their talents and interests [4]. However, 

traditional methods of career counseling conducted by human 

experts struggle to meet this growing need, often providing 

generalized advice that fails to take into account individuals' 

unique attributes. An automated system using ensemble 

learning for the prediction of a suitable job career in the 

software industry for students seeking opportunities took into 

consideration the personality traits and interests of each stu-

dent in relation to what they can offer [5]. A Smart Career 

Guidance System that help students who are about to begin 

their higher education analyze their skills, abilities, and in-

terests and recommends five fields that are most suitable for 

them was presented. The various machine Learning tech-

niques applied mimiked a one-on-one meeting with an expe-

rienced career counselor. A total of 392 graduates completed 

this online survey as SMOTE oversampling was used to 

evaluate the machine learning classifiesrs. The XGBoost and 

Random Forest classifiers recommended the best-suited ca-

reer options [6]. Repaso & Caparino (2020) in their study 

explored classification techniques to predict graduates' career 

specialization in Information Technology. The data were 

analyzed using Machine learning algorithms, with 18 attrib-

utes. Naïve Bayes and Random Forest models demonstrated 

higher accuracy, with satisfactory ROC and RMSE values. 

However, the study's findings may not generalize beyond 

Bulacan State University Sarmiento Campus’ Information 

Technology program where the datasets for the development 

of the model were gotten. Further research is needed to ex-

plore interventions for improving student outcomes in some 

other courses [7]. 

Various academic and personal factors influencing career 

selection were examined as data mining techniques were 

applied to analyze factors and predict career paths, employing 

multiple performance evaluation metrics. The study identified 

the Part classifier as the most effective technique for career 

prediction, surpassing other methods. The research sheds light 

on the complex dynamics influencing career decisions in 

Bangladesh's evolving job market as a casestudy. By lever-

aging data mining techniques, insights into academic and 

personal factors affecting career choices are gained, with the 

Part classifier emerging as a superior predictive tool. How-

ever, the study's scope did not fully capture all factors influ-

encing career decisions, and its findings specific to the context 

of Bangladesh. Further research is necessary to explore addi-

tional variables and validate predictive models in diverse 

settings [8]. 

A Career Guidance System Using Machine Learning was 

proposed by Panthee et al., (2023), [9] focused on providing 

career guidance to students by predicting their personality 

traits and learning styles to assist in job role selection. The 

study utilizes web-based questionnaires to collect data on 

users' Big Five personality traits and VAK learning types. The 

system then recommends career choices tailored to individual 

profiles. Machine learning algorithms are used to evaluate the 

performance of the system in predicting personality traits and 

learning styles, validating the accuracy of the results. The 

research underscores the importance of career guidance sys-

tems in helping students leverage their capabilities and inter-

ests to make informed career decisions. Further research is 

needed to assess the system's effectiveness across diverse user 

populations and validate its recommendations in real-world 

career settings. Addressing the common dilemma faced by 
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students worldwide upon completing higher secondary edu-

cation and focusing on guiding them towards suitable career 

paths, the computerized career counseling system offers a 

systematic approach to help students make informed decisions 

about their future career paths [10]. Despite its potential 

benefits, the system's reliance on objective assessments may 

not fully capture the nuanced preferences and aptitudes of 

individual students. Further research is needed to assess the 

system's effectiveness in diverse cultural and educational 

contexts and to explore additional factors influencing career 

decision-making processes. 

On the challenges of providing career guidance in the era of 

life-long learning, particularly in bridging education and 

employment services, exploring the potential of artificial 

intelligence (AI) to enhance career guidance across higher 

education and working life [11]. The research focuses on the 

development of AI-driven systems to support career guidance 

in higher education institutions. Results are derived from 

focus groups, scenario work, and practical trials, mapping the 

requirements and possibilities of AI in career guidance from 

the perspectives of students, guidance staff, and institutions. 

The findings highlight the potential value, functions, drivers, 

and barriers of adopting AI in career guidance to support 

higher education and life-long learning. A paper that ad-

dresses the importance of question classification in automatic 

question answering systems, particularly focusing on ques-

tions related to higher studies and career choices. The aim is to 

classify questions based on students' abilities and skills using 

natural language processing and machine learning techniques. 

The research involves collecting and labeling a dataset of 

student questions, preprocessing textual content, and ex-

tracting features using the TF-IDF statistical representation. 

Four supervised machine learning algorithms—logistic re-

gression (LR), decision tree (DT), K-nearest neighbors 

(KNN), and support vector machine (SVM)—are imple-

mented for classification. Additionally, a feature selection 

technique is applied to enhance system performance [12]. 

The critical need for effective career selection in today's 

world, emphasizing the complexity and challenges students 

face in making informed decisions. Aiming to provide a so-

lution through an application that offers career guidance based 

on students' skills, interests, abilities, and capabilities, par-

ticularly after completing 10th and 12th grades. Lohar et al., 

2023) evaluates students through aptitude tests and provides 

tailored career guidance to help them achieve success [13]. 

Additionally, a Recommendation Engine, constructed using 

Machine Learning techniques implemented in Python, rec-

ommends career options to students. Three Machine Learning 

Algorithms—Naive Bayes, K-Nearest Neighbor, and Random 

Forest Classifier—are utilized for recommendation. Upon 

accessing the portal, students undergo a series of tests to as-

sess their IQ, EQ, and Personality traits [14]. Another project 

that utilizes machine learning algorithms to analyze personal 

and academic information provided by students, ultimately 

recommending the best career options and domains based on 

their skills and attributes [15]. An AI-based career counseling 

framework that integrates machine learning techniques to 

match students with suitable courses and careers based on 

their interests and aptitudes. The system architecture follows a 

multi-agent expert system approach with separate compo-

nents for a knowledge base, inference engine, explaining 

predictions, etc. The knowledge base stores information col-

lected from students and parents through interviews/surveys 

about factors like subjects of interest, skills, and career aspi-

rations. The inference engine applies rules and logic to this 

knowledge to deduce recommendations. Explainable AI is 

incorporated to provide reasoning behind suggested courses 

of action. The framework trains machine learning models like 

decision trees, random forests, Naive Bayes on historical 

educational datasets. The algorithms analyze attributes like 

grades, test scores, extracurricular activities to identify pat-

terns linking student profiles with optimal career trajectories. 

Comparative evaluation of the ML models on classification 

metrics like accuracy, precision reveals top performers [16]. 

Addressing the challenge of higher education's lack of 

knowledge regarding student talents, which often results in 

decreased chances of success and potential job difficulties due 

to choosing the wrong course [17]. This study seeks to predict 

student skills early to enable mentors to provide timely advice 

and improve student success rates. The study employs a 

model created using Naïve Bayes, J48, Random Forest, and 

Support Vector Machine (SVM) classification algorithms, 

utilizing 100 attributes. The research explores a dynamic 

dataset by applying data mining methods to analyze student 

insights based on characteristics related to academic, tech-

nical, environmental, and interpersonal factors. Among the 

models built, the Naïve Bayes and Random Forest algorithms 

demonstrated superior accuracy ratings. The model's perfor-

mance was tested in a constraint-based learning environment 

and found to be effective in predicting student skills and of-

fering insights into their academic and personal attributes. 

The study highlights the importance of early prediction of 

student skills to enhance academic advising and improve 

student success rates. 

On enhancing the efficacy of a model for student career 

recommendations by employing feature selection, data sam-

pling, and machine learning techniques. In their study. Nu-

anmeesri & Poomhiran, 2023) aims to investigate the impact 

of various methods on model performance and identify the 

most effective approach for predicting student careers [18]. 

The research employs a wrapper approach for feature selec-

tion and evaluates its effectiveness in combination with 

oversampling techniques. It explores the performance of a 

model combining k-mean, Synthetic Minority Over-sampling 

Technique (SMOTE), and Edited Nearest Neighbor (ENN) 

methods. The study develops models using machine learning 

techniques, with a focus on the Multi-Layer Perceptron 

Neural Network (MLPNN) classifier. The performance of 

various classifiers, including Support Vector Machine (SVM), 

k-Nearest Neighbors (k-NN), Random Forest, Decision Tree, 
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Naïve Bayes, and Logistic Regression, is assessed. The results 

indicate that the wrapper approach improves the model's 

performance, particularly when combined with oversampling 

techniques such as SMOTE. The model incorporating k-mean, 

SMOTE, and ENN methods demonstrates significant im-

provements in performance. Furthermore, the model utilizing 

MLPNN outperforms other classifiers in terms of efficiency. 

The developed model achieves a prediction accuracy of 95.88% 

and a root mean squared error of 2.0968. The study concludes 

that the combination of feature selection, data sampling, and 

machine learning techniques enhances the efficacy of the 

model for student career recommendations. 

3. Materials and Methods 

Data Collection: The career guidance system dataset from 

mendeley was used to train and evaluate these models. This 

dataset can be accessed via 

https://data.mendeley.com/datasets/kzt6h7pz97/1 With the 

dataset, the career recommendation system was developed. 

This training was done in Python on a Jupyter Notebook. The 

model that has the highest precision, recall rate, F1 score, and 

accuracy will be deployed and used for real-time prediction. 

The preferred model will be used to power a web application 

built with the Django Python framework. 

3.1. Feature Extraction 

Feature selection is a crucial step before training a predic-

tion model. High dimensionality in a dataset can cause a re-

duction in performance. High complexity takes a long time to 

train the model. This necessitates removing any unnecessary 

features from the list of variables. Choosing the right algo-

rithm to perform feature selection is necessary. The algorithm 

that needs to be used is dependent on the dataset's independent 

variables and the target variable. For the career prediction 

system dataset, the SelectKBest extraction method was used. 

This feature extraction approach ensures that relevant features 

are retained and the unwanted features in the given data are 

dropped. Relevant features influencing career choices were 

selected from the dataset. Feature engineering techniques 

were applied using Jupyter Notebook to derive new features 

or enhance existing ones. 

Machine learning algorithms including Random Forest, 

Decision Tree, and Naive Bayes were chosen for mapping 

student attributes to career trajectories. Jupyter Notebook 

was used for model training and evaluation. The dataset was 

split into training and testing sets, and cross-validation tech-

niques were applied to assess model performance. 

3.2. Model Evaluation 

Three algorithms were for the prediction process –Decision 

Tree, Random Forest and Naïve Bayes. A performance 

comparison of the prediction models is presented. The aim is 

to find the most suitable model to be used for this research 

problem. The models are: Decision Tree, Naïve Bayes and 

Random Forest Algorithm. 

 
Figure 1. Flowchart of how the model is trained. 

Metrics such as accuracy, precision, recall, and F1-score 

were used to evaluate the performance of the trained models. 

Comparative analysis of different algorithms was conducted 

using Jupyter Notebook to assess their strengths and limita-

tions. The classification report is shown for each of the mod-

el is shown below. 

To assess the accuracy of the machine learning models, the 

following standard performance metrics were used: Accuracy, 

Precision and Recall, F1 Score. The chatbot was developed 

using pure python code with a simple logic that responds to 

users query and give a suggestion on their interested field and 

the possible prospects of that field. 

4. Results and Discussion 

Employing three Machine Learning algorithms—Random 

Forest, Decision Tree, and Naïve Bayes—the system went 

through training and evaluation using the career guidance 

system dataset. The training process done using Python, fa-

cilitated by a Jupyter notebook. The model exhibiting superior 

precision, recall rate, F1 score, and accuracy was selected for 

real-time predictions. A chatbot w integrated into the system 

to enable the student interact with the system. This chatbot 

developed with ChatterBot. It is a Python library for devel-

oping chatbots using Natural Language processing techniques. 
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The Natural Language Processing technique to used in this 

study is known as TF-IDF (Term Frequency-Inverse Docu-

ment Frequency) method for similarity calculation. These 

chatbots can engage in conversations with students, respond 

to queries, and simulate human-like interactions. 

Deployment is slated for a Django-built web application, 

fostering user-friendly access to personalized career guidance 

and contributing to a more enlightened and content future 

workforce. To develop this system the following hardware 

and software will be used: RAM (8.00GB), Intel (R) Core 

(TM) i5-4200M CPU @ 2.50GHz. The software requirements 

are Python, machine learning algorithms (Random Forest, 

Decision Tree, Support Vector Machine, and Naïve Bayes), 

Django, Web browser, and Front-end Technologies (HTML, 

CSS, JavaScript, for building the user interface of the web 

application). The new system will be implemented in real time 

which can be used for predicting suggested careers. 

Visual Studio Code was used as the IDE for developing 

the interactive web application interface using Django. De-

sign and development of the web application interface were 

carried out, incorporating user experience considerations and 

accessibility features. The figure below shows the setup for 

developing the web app. 

The trained machine learning models were integrated with 

the web application interface developed in Django. Deploy-

ment of the platform was achieved by hosting the web appli-

cation on a server, allowing users to access personalized ca-

reer recommendations instantly through their browsers. 

 
Figure 2. Barchart of Random Forest classification report. 

 
Figure 3. Barchart of Decision Tree classification report. 
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Figure 4. Barchart of Naive Bayes classification report. 

 
Figure 5. Confusion matrix for Random Forest classifier. 

 
Figure 6. Confusion matrix for Decision Tree. 
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Figure 7. Confusion matrix for Naive Bayes. 

The classification reports offer valuable insights into the 

performance of the Random Forest, Decision Tree, and Na-

ive Bayes classifiers, respectively. Notably, the Random 

Forest classifier achieved a remarkable accuracy of 100%, 

indicating its robustness in accurately predicting career paths 

based on student attributes. This high accuracy underscores 

the effectiveness of the Random Forest model in capturing 

complex relationships between student interests, passion, and 

career choices. 

The bar charts presented in Figures 2, 3, and 4 elucidate 

the precision, recall, and F1-score for each class in the clas-

sification reports. These visualizations provide a comprehen-

sive overview of the models' performance across different 

classes, highlighting areas of strength and potential im-

provement. Despite achieving perfect accuracy, it's essential 

to analyze the precision, recall, and F1-score for individual 

classes to identify any specific areas where the model may 

excel or struggle. 

Figures 5, 6, and 7 showcase the confusion matrices for 

the Random Forest, Decision Tree, and Naive Bayes classi-

fiers, respectively. These matrices offer insights into the 

models' abilities to correctly classify instances and identify 

any patterns of misclassification. By examining the confu-

sion matrices, researchers can gain a deeper understanding of 

the models' performance and identify areas for refinement or 

further investigation. 

The trained machine learning models was integrated with 

the interactive web application interface developed using 

Django in Visual Studio Code enabling seamless user inter-

action and real-time access to personalized career guidance.  

The intuitive design and user-friendly interface of the web 

app facilitate easy navigation and enable students to receive 

tailored career recommendations and insights effortlessly. 

The chatbot engages users in interactive dialogue, guiding 

them through the career exploration process and providing 

personalized recommendations based on their interests and 

preferences. Overall, the presented figures collectively 

demonstrate the successful development and integration of a 

comprehensive career guidance system, leveraging machine 

learning algorithms and interactive technology to empower 

students in making informed career decisions. 

5. Conclusion 

In conclusion, the development and deployment of the 

comprehensive career guidance system mark a significant 

advancement in the field of educational technology. By har-

nessing the power of machine learning and interactive inter-

faces, the system empowers students to make informed ca-

reer decisions aligned with their individual strengths and 

aspirations. The high accuracy achieved by the machine 

learning models, coupled with the user-friendly design of the 

web application and chatbot interface, underscores the effec-

tiveness and potential impact of the system in guiding stu-

dents towards fulfilling career paths. 

Abbreviations 

TF-IDF Term Frequency-Inverse Document Frequency 

LR Logistic Regression  

DT Decision Tree  

SVM Support Vector Machine 

KNN K-Nearest Neighbour 

SMOTE Synthetic Minority Over-Sampling Technique 

MLPNN Multi-Layer Perceptron Neural Network 
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