
Machine Learning Research 

2024, Vol. 9, No. 2, pp. 75-79 

https://doi.org/10.11648/j.mlr.20240902.16  

 

 

*Corresponding author:  

Received: 1 November 2024; Accepted: 19 November 2024; Published: 29 November 2024 

 

Copyright: © The Author(s), 2024. Published by Science Publishing Group. This is an Open Access article, distributed 

under the terms of the Creative Commons Attribution 4.0 License (http://creativecommons.org/licenses/by/4.0/), which 

permits unrestricted use, distribution and reproduction in any medium, provided the original work is properly cited. 
 

 

Research Article 

An Union Method Combining the Stitching of Normal 

Images and the Unsupervised Semantic Segmentation of 

Stitched Image 

Xing Hu
1, 2 

, Xinjian Li
2 

, Zhengguang Wang
2 

, Jie Ren
2 

, Yi An
1, 3, * 

,  

Cheng Shao
1 

, Hongsheng Tian
4 

, Qingru Guo
5 

 

1
School of Control Science and Engineering, Dalian University of Technology, Dalian, China 

2
College of Information Technology, Nanchang Vocational University, Nanchang, China 

3
School of Electrical Engineering, Xinjiang University, Urumqi, China 

4
State Grid Tieling Electric Power Supply Company, Liaoning, China 

5
Product Development Department, Googosoft, Jinan, China 

 

Abstract 

The union combining the stitching of normal images and unsupervised semantic segmentation of the stitched image is an 

important region, which is crucial for autonomous driving, intelligent robots, and vehicle detection. This paper designs an 

union method combining the stitching of normal images and unsupervised semantic segmentation of the stitched image. The 

normal images are stitched by using the image stitching method designed by Ribeiro D. The semantic segmentation method for 

the stitched image uses the method opened in the github. The stitched image contains image distortion. The distortion of the 

stitched image will make the feature extraction unreasonable. The distortion form of the stitched image is different from the 

distortion form of the panoramic image combined by line images. Therefore, the DCM proposed by Xing Hu is useless to 

extract features of the stitched image reasonable. This paper improves the DCM as the improved distortion convolution module 

(IDCM) by using the deformable convolution, the clamp module, the type transformation module, and the gather module. The 

IDCM is added before the unsupervised semantic segmentation method opened in the github to extract features reasonable. The 

IDCM-NUSSM method and the ISM-IDCM-NUSSM method are proposed. The experimental results show the better 

performance of the designed methods. 
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1. Introduction 

The union combining the stitching of normal images and 

unsupervised semantic segmentation of the stitched image is 

an important region, which is crucial for autonomous driving, 

intelligent robots, and vehicle detection. For the semantic 
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segmentation methods of the panoramic image, Oztekin et al. 

[1] designed an automatic semantic segmentation method for 

the dental restorations using U-Net model. Yang et al. [2] 

proposed the PASS method to make the proposed method be 

used to the semantic segmentation of the panoramic annular 

image. Yang et al. [3] proposed an omnisupervised omnidi-

rectional semantic segmentation method for the panoramic 

image. Zhang et al. [4] designed a distortion-aware trans-

former for adapting to the semantic segmentation of the pan-

oramic image, which contains a deformable patch embedding, 

a deformable MLP, and a mutual prototypical adaptation 

method. Xu et al. [5] improved a dataset of the panoramic 

image using the dataset of the normal image and uses the 

improved dataset to segment the panoramic image. Orhan et 

al. [6] proposed a semantic segmentation method for the 

panoramic image using the equirectangular convolution to 

handle the distortion in the panoramic image. Yang et al. [7] 

improved a context-aware CNN to explore the wide context 

information of the panoramic image. 

For the image stitching methods, the image stitching 

methods can be mainly divided into two categories: fea-

ture-based methods and deep-learning-based methods. 

In deep-learning-based methods, Zhu et al. [8] improved a 

novel panorama generative model for synthesizing realistic 

and sharp-looking panorama, which does not require a large 

number of labeled ground-truth data. Sumantri S. J. et al. [9] 

designed a learning-based approach the reconstructs the sce-

ne in 360°×180° from a sparse set of conventional im-

ages. Wu et al. [10] tackled the problem of synthesizing a 

ground-view panorama image conditioned on a top-view 

aerial image, which is a challenging problem in this domain. 

In feature-based methods, Liu et al. [11] designed a novel 

image stitching method based on the scale-invariant feature 

transform (SIFT) and the color constancy theory, which can 

be used to complex environments and uneven lighting condi-

tions. Zhang et al. [12] proposed a view synthesis approach 

based on optical flow to generate a high-quality omnidirec-

tional panorama. Lin et al. [13] designed an image synthesis 

method which performs not only the image stitching process, 

but also a collaborative scheme that facilitates the image 

acquisition process via the use of multiple mobile phones. 

Kim et al. [14] presented a method to generate image mosa-

ics of a panoramic scene to solve the problem that the rela-

tion between images cannot be expressed by a signal 

homography. Xiong et al. [15] proposed a spatially-varying 

deformation method that uses multiple local transformation 

matrices compared with the traditional panoramic image 

stitching algorithms that use only one global projection 

transformation matrix for the image alignment. 

This paper designs an union method combining the stitch-

ing of normal images and unsupervised semantic segmenta-

tion of the stitched image. The normal images are stitched by 

using the image stitching method designed by Ribeiro D. 

[16]. The semantic segmentation method for the stitched 

image uses the method opened in the github [17]. The 

stitched image contains image distortion. The distortion of 

the stitched image will make the feature extraction unrea-

sonable. The distortion form of the stitched image is different 

from the distortion form of the panoramic image combined 

by line images. Therefore, the DCM proposed by Xing Hu 

[18] is useless to extract features of the stitched image rea-

sonable. This paper improves the DCM as the improved dis-

tortion convolution module (IDCM) by using the deformable 

convolution, the clamp module, the type transformation 

module, and the gather module. The IDCM is added before 

the unsupervised semantic segmentation method opened in 

the github to extract features reasonable. The 

IDCM-NUSSM method and the ISM-IDCM-NUSSM meth-

od are proposed. The experimental results show the better 

performance of the designed methods. 

2. Methods 

2.1. The Image Stitching Method 

The normal images are stitched by using the image stitch-

ing method designed by David Ribeiro. 

2.2. The IDCM 

 
Figure 1. The IDCM. 

The IDCM is as shown in Figure 1. The size of the 

stitched image is H ×W× 3. The width of the stitched im-

age is W, the height of the stitched image is H, and the 

number of the color channel of the stitched image is 3. The 

stitched image is first extracted features using the horizontal 

deformable convolution, which is implemented by the torch-

vision library. The parameters of the horizontal deformable 

convolution are the kernel size 3, stride 1, and padding 1. 

Then, the stitched image is extracted features using the ver-

tical deformable convolution, which is also implemented by 

the torchvision library. The parameters of the vertical de-

formable convolution are the kernel size 3, stride 1, and pad-
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ding 1. 

The feature maps output by the horizontal deformable 

convolution module are clamped by [0,W − 1]  and are 

transformed into the data type of long integer. The feature 

maps output by the vertical deformable convolution module 

are clamped by [0, H − 1] and are transformed into the data 

type of long integer. 

Then, the clamped and transformed feature maps of the 

vertical deformable convolution module are used as the in-

dex to remap the stitched image by H-dimension and the 

clamped and transformed feature maps of the horizontal de-

formable convolution module are used as the index to sec-

ondly remap the remapped stitched image by W-dimension 

to obtain the output remapped stitched image. The output 

remapped stitched image is also H ×W× 3. 

The IDCM is added before the unsupervised semantic 

segmentation method designed by Asako Kanezaki to extract 

features reasonable and a new unsupervised semantic seg-

mentation method called IDCM-NUSSM is proposed. Then, 

the stitched image is semantically segmented by the 

IDCM-NUSSM. The overall method of the image stitching 

method and the unsupervised semantic segmentation method 

is proposed, which is called the ISM-IDCM-NUSSM. 

3. Results 

3.1. The Experiment Settings 

We select four images as the datasets of the image stitching 

method. The training epochs for the unsupervised semantic 

segmentation method is 40, the minimum number of labels in 

the unsupervised semantic segmentation method is 5, and the 

maximum number of labels in the unsupervised semantic 

segmentation method is 256. 

3.2. The Ablation Experiments 

The ablation experiments are as shown in Figure 2. In 

Figure 2, the left column is the images used in the image 

stitching method, the up image in the right column is the 

image stitching result used in this paper, the middle image in 

the right column is the semantic segmentation result using 

the method designed by Asako Kanezaki, and the down im-

age in the right column is the semantic segmentation result 

using the method designed by Asako Kanezaki combined 

with the IDCM. 

From Figure 2, we can see the image stitching method 

used in this paper can obtain better the stitched image, the 

semantic segmentation result using the method designed by 

Asako Kanezaki combined with the IDCM is better com-

pared with the semantic segmentation result using the meth-

od designed by Asako Kanezak. Therefore, the performances 

of our IDCM and the image stitching method and the unsu-

pervised semantic segmentation method are validated. 

 
Figure 2. The images, stitched Image, the semantic segmentation 

result of stitched image using the method designed by Asako 

Kanezaki, and the semantic segmentation result of stitched image 

using the method designed by Asako Kanezaki combined with the 

IDCM. 

4. Discussion 

This paper designs an union method combining the stitching 

of normal images and unsupervised semantic segmentation of 

the stitched image. The normal images are stitched by using the 

image stitching method designed by Ribeiro D.. The semantic 

segmentation method for the stitched image uses the method 

opened in the github. The stitched image contains image distor-

tion. The distortion of the stitched image will make the feature 

extraction unreasonable. The distortion form of the stitched im-

age is different from the distortion form of the panoramic image 

combined by line images. Therefore, the DCM proposed by 

Xing Hu is useless to extract features of the stitched image rea-

sonable. This paper improves the DCM as the improved distor-

tion convolution module (IDCM) by using the deformable con-

volution, the clamp module, the type transformation module, 

and the gather module. The IDCM is added before the unsuper-

vised semantic segmentation method opened in the github to 

extract features reasonable. The IDCM-NUSSM method and the 

ISM-IDCM-NUSSM method are proposed. The experimental 

results show the better performance of the proposed methods. 

5. Conclusion 

This paper designs an union method combining the stitch-

ing of normal images and unsupervised semantic segmenta-

tion of the stitched image. The stitched image contains image 

http://www.sciencepg.com/journal/mlr


Machine Learning Research http://www.sciencepg.com/journal/mlr 

 

78 

distortion. The distortion of the stitched image will make the 

feature extraction unreasonable. The distortion form of the 

stitched image is different from the distortion form of the 

panoramic image combined by line images. Therefore, the 

DCM proposed by Xing Hu is useless to extract features of 

the stitched image reasonable. 

1) this paper improves the DCM as the improved distor-

tion convolution module (IDCM) by using the deform-

able convolution, the clamp module, the type transfor-

mation module, and the gather module. 

2) the IDCM is added before the unsupervised semantic 

segmentation method opened in the github to extract 

features reasonable. The IDCM-NUSSM method and 

the ISM-IDCM-NUSSM method are proposed. 

The experimental results show the better performance of 

the designed methods. 

Abbreviations 

CNN Convolution Neural Network 

DCM Distortion Convolution Module 

IDCM Improved Distortion Convolution 

Module 

IDCM-NUSSM Improved Distortion Convolution 

Module-New Unsupervised 

Semantic Segmentation Method 

ISM-IDCM-NUSSM Image Stitching Method-Improved 

Distortion Convolution 

Module-New Unsupervised 

Semantic Segmentation Method 
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