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Abstract: Scientific literature lack straight forward answer as to the most suitable method for missing data imputation in terms 

of simplicity, accuracy and ease of use among the existing methods. Exploration various methods of data imputation is done, and 

then a robust method of data imputation is proposed. The paper uses simulated data sets generated for various distributions. A 

regression function on the simulated data sets is used and obtained the residual standard errors for the function obtained. Data are 

randomly from the set of independent variables to create artificial data-non response and use suitable methods to impute the 

missing data. The method of Mean, regression, hot and cold decking, multiple, median imputation, list wise deletion, EM 

algorithm and the nearest neighbour method are considered. This paper investigates the three most common traditional methods 

of handling missing data to establish the most optimal method. The suitability is hence determined by the method whose imputed 

data sample characteristic does not vary considerably from the original data set before imputation. The variation is here 

determined using the regression intercept and the residual standard error. R statistical package has been used widely in most of 

the regression cases. Microsoft excel is used to determine the correlation of columns in hot decking method; this is because it is 

readily available as a component of Microsoft package. The results from data analysis section indicated an intercept and 

R-squared values that closely mirror those of original data sets, suggesting that median imputation is a better data imputation 

method among the conventional methods. This finding is important from the research point of view, given the many cases of data 

missingness in scientific research. Finding and using the median is simple and as such most researchers have a ready tool at hand 

for handling missing data. 
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1. Introduction 

Research is the driving force behind any development of a 

Nation. Any endeavourer in this area therefore requires that 

the people concerned with the research arm themselves with 

the right kind of tools that shall help them get accurate and 

relevant information from the survey being undertaken. 

Missing data is a big challenge in many areas of research, 

especially in social research. Many researchers when 

confronted with this scenario feel very helpless. Some may 

resort to non-scientific ways of addressing this challenge 

while others compromise reliability of their findings by using 

procedures that cannot guarantee accuracy. Non-response 

problem is an issue of great concern to researchers because it 

pervades almost all survey research, [24]. 

In any research work, the ultimate goal of researcher is to 

con- duct the most accurate analysis of data to so as to be 

able to make valid and efficient inferences about a 

population to guide users of statistical results and researchers 

alike, [31]. The most challenging part therefore is to get all 

the relevant information about the case under investigation. 

In most cases this fails to materialize, one, because subjects 

make up their minds to hold back certain information for 

personal reasons or a few may not have ready answers at the 

point when they are being interviewed. It is worth noting that 

when part of a data is missing from a given survey and 

missing data is ignored by and using only the available 

sample, the result so yielded may not be representative of the 

population under study; after all there are some of its 

characteristics missing. Ignoring missing data occur when 

there is a wide spread failure to understand the significance 

of the problem or lack of awareness of the solution to the 
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problem of missing data, [17]. 

The higher the non-response rate the greater the bias if the 

characteristic under study in respondents differ markedly from 

non- respondents. According to [14], other causes of missing 

data are, error on the part of the researcher, those collecting or 

entering data and the participants. 

Comparing them on the basis of their ease of use, efficiency 

and robustness, Median imputation performs better than the 

other methods. For a detailed review of these approaches. [25] 

2. Various Methods of Handling Missing 

Data 

This is a review of various methods that exist which have 

been used towards addressing the issue of missing data in 

survey. 

2.1. EM Algorithm 

This method is described as "archaic”. [11] Despite being 

archaic it is still the quickest, however where accuracy is key, 

this method must be used cautiously. It is important to note 

that the method is largely suitable when dealing with data that 

is MCAR. This method may be suitable if only a small number 

of cases are missing values. The sentiment is also supported by, 

[11]. 

2.2. List Wise Deletion 

After the list wise deletion, one cannot be guaranteed that 

the remaining data is still representative of the original 

population under study. This systematic loss of data by list 

wise deletion results into an increased risk of bias. According 

to [16], list wise deletion method is regarded as the most 

common and easiest method of dealing with missing data, it is 

also called complete case analysis according to [11]. This 

approach there- fore leads to a reduction in sample size which 

in turn translates into reduced statistical power bringing into 

question the how representative the remaining sample is of the 

population being studied. [11]. The list wise deletion 

according to [6], because of this systematic loss of data with 

list wise deletion, there is an increased risk of bias, a risk 

which can only be lessened when the data is MCAR. Some 

researchers have characterized list wise deletion as the least 

desirable data imputation method because of these biases and 

have warned against its use. [11]. 

2.3. Mean Substitution 

The third method in this study is the mean substitution 

method. This method is "archaic"[12] but still considered. To 

use this method, the mean of the total sample for a variable is 

substituted for all the missing values in that variable. Mean 

substitution is a quick and easy way to recover cases. [20]. 

Furthermore the estimate of the standard deviation and 

variance used in calculating other parametric tests is reduced 

resulting in biased standard errors [36]. There is a debate 

about using this method because of the inherent bias that result 

[31]. This method would only be appropriate if only a small 

number of cases are missing values. The serious disadvantage 

with this method is that it can distort the distribution hence in 

underestimating variance and covariance [36]. According to 

[28] among the drawbacks of mean imputation are (a) Sample 

size is overestimated (b) Variance is underestimated (c) 

Correlation is negatively biased, and (d) The distribution of 

the new values is an incorrect representation of the population 

values because the shape of the distribution is distorted by 

adding values equal to the mean. 

2.4. Regression Imputation 

According to [15], the best predictors (that is, those with 

the highest correlations) are selected and used as 

independent variables in a regression equation the variable 

with missing data is used as independent variable. The 

predictors from the last round are the ones that are used to 

replace the missing value [15]. The statistical software is a 

better solution here, but even this comes a sacrifice that a 

user has to embrace in terms of time to learn the software 

apart from the financial constraints on the part of the user 

[33]. Clearly then, a better method of data imputation needs 

to be sought. 

2.5. Multiple Imputations 

Multiple imputations essentially is a way to solve the 

modeling problem by simulating the distribution of the 

missing data [30]. Users are free to ignore the imputations, all 

imputed values are tagged, "Satisfied", if variables that 

determine the nonresponsive are not included as conditioning 

variables, [32]. This has been demonstrated in simulation 

studies, [7]. Furthermore, using simulated and real datasets 

from different scientific fields and with varying rates of item 

non-response, existing research emphasizes the robustness of 

multiple imputation to the specially chosen imputation model, 

given that appropriate conditioning variables are available in 

the data set [2]. Multiple imputations create several imputed 

datasets. If automatic variable selection is then run on each of 

these datasets separately, the set of variables entering the 

model can vary across the datasets. This makes it hard to 

assimilate the results [33]. 

2.6. Hot Decking 

This method works well when the variable used to sort the 

data is highly predictive of the variable with the missing 

values and when there is a large sample so that a similar case 

is easily identified [35]. According to [32], One of the 

advantages of hot decking, compared with mean substitution, 

is that the standard deviation of the variable with the inserted 

values better approximates the standard deviation value for 

the variable without the substituted values. However, 

standard, standard deviations are still likely to be lower 

overall [35]. This method may not work when there exists no 

correlation between the variables. Thus the method only 

works very when the variable used to sort the data is highly 

predictive of the variable with missing values and when there 
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is a large sample so that a similar case is easily identified 

[35]. Another drawback with hot decking is that it is difficult 

to implement; programming requires great time and labor. 

[39] 

2.7. Median Imputation 

According to [1], the mean is affected by the presence of 

outliers ad it seems natural to use the median instead just to 

assure robustness. The existence of other features in the data 

set with similar information (high correlation), or similar 

predicting power can make the missing data imputation 

useless, or even harmful [1]. 

2.8. The Nearest Neighbor (NN) Imputation Method 

According to [38], this is one commonly used imputation 

method for item non response. Here the missing value is 

imputed from the ones at the auxiliary variables. Thus impute 

the auxiliary value closer to the missing value by considering 

the previous value and the next value. In which case a single 

value NN is carried out as follows: Considering a 

population,	U = 1,2,3, . . N.	Associated with the k	th unit of 

the population are two variables	(x�, y�), k = 1,2, . . N, where 

x� > 0, y� > 0. The variable y	is unknown and is the variable 

under study and while is the covariate assumed to be known 

for all the units of the population. Supposing that in this 

sample m	unit correspond to an item �  and �,�  do not. 

Then the value ���  is imputed for the missing value ��  [38]. 

According to [26], the bias of the population mean is known to 

be small if the relationship between �  and �  is linear. 

Obviously therefore, when the relationship is not linear a 

serious challenge will arise [26]. 

3. Methods 

Three traditional methods of data imputation are considered 

in this research. The methods involving substituting a single 

value [33]. Usually the imputed values are the mean or median 

of the variable being substituted, [33]. The dependent 

variables ��� where ��� 	Є	� and the independent variable ��� 

as a linear combination of vectors are considered. A 

quantitative response is assumed here and a multiple 

regression as the most common method of statistical 

adjustment, additive model is proposed. 

Let 

�� = !� + #$ �% + $ �& +⋯+ $ �( )      (1) 

Where ��  for * = 1,2, . . , �  and + = 1, . . , �  is such that 

�� ′-	are normal iid random variables. A linear model for the 

distribution can be written as 

� = �$ + .                   (2) 

Equation (1) is used as a linear model with a logistic error, 

.. 

3.1. The Model 

Let us denote each independent variable by�/ , let �/ , 

depend on several factors ��′-. Each ��′-, ��′- is therefore a 

vector belonging to a vector of random variables. 

�� 	 = $0 + ∑ $� �� 23% + .� 	 Where * = 1,… , �  and 5 =
1,… 4. 

3.2. Regression for Complete Data Set 

Regression for a complete data set is proposed to have the 

form 

�� = $0 + ∑ $�023% ��0 0 + .0            (3) 

Where * = 1,… , �  and 5 = 1,… 4.  was obtained for the 

original sample data set for each distribution. 

The regression of data set with median imputation is 

�7 = $7 +∑ $7��7 723% + .7            (4) 

And is obtained from the data set, finally in the same way 

the regression with list wise deletion is obtained as 

�8 = $8 + ∑ $�9:3% �8; + .9		            (5) 

The error .�  is assumed independent and identically 

distributed with mean zero and unit scale. 

� = 	$0 + ∑ ∑ $� + .8		 3%�3%          (6) 

3.3. Parameter Estimation 

The R –statistical package was used to estimate the $�
<- 

and the error term.�
<-. The data non-response imputation that 

gave the values$�
<-  which closely mirror values from the 

complete values dataset is deemed to be the most robust 

method of data imputation. The values of the intercepts $=
< - 

for the complete data set are compared with sample$>
< -, $7

<- 

and $�
<- respectively for mean, median and list wise deletion 

approach. The procedure I repeated for five different 

distributions; Gamma, Weibull, binomial, Poisson and normal 

distributions for the 10% missing and 30% missing. 

4. Results 

The results on the optimal imputation, the main comparison 

here, are the intercepts, residuals, standard errors, R-squared 

and intercept standard errors. 

Table 1. Poisson Distribution Summary with 30% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S. E 

None 2.93835 1.283 0.03418 2.2502 4.8368 .56097 

List-wise 3.061151 1.316 0.03978 -2.1724 4.9180 .772275 

Mean 3.051151 1.087 0.03978 -2.172 4.918 .633510 

Median 3.004357 1.088 0.03896 -2.1444 4.9555 .628298 
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Poisson distribution table 1 shows that the method of median imputation does better with a Poisson distribution 30% data 

missing. 

 

Figure 1. Poisson Distribution Summary with 30% data non-response. 

Table 2. Binomial Distribution Summary with 30% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S.  

None 578.03200 17.99 0.01987 -47.78 37.242 55.70933 

List-wise 534.61384 17.91 0.06202 -43.435 33.255 70.60254 

Mean 534.61382 17.79 0.06202 -43.435 33.255 58.31206 

Median 535.362 14.80 0.06237 -43.685 32.890 58.2280 

Binomial distribution table 2 shows that the method of median imputation outperforms other methods in terms of intercept 

standard error and R-squared, with a Binomial distribution 30% data missing. 

Table 3. Normal Distribution Summary with 30% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S. E 

None 730.05960 2.823 0.05213 -6.965 6.334 40.55204 

List-wise 778.48588 2.836 0.07853 -5.2460 6.4261 49.65590 

Mean 778.89485 2.343 0.07853 -5.246 6.426 41.01727 

Median 740.412964 2.68 0.04145 -7.8321 7.5289 37.143166 

 

Figure 2. Normal Distribution intercepts Summary with 30% data non-response. 

The above table of a normal distribution data set with 30% data non-response reveals that the median imputation posts far 

better intercept values. The R-square value also closely mirror those of original data set compared to the other two methods. 

Table 4. Poisson Distribution Summary with 10% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S. E 

None 1.960 1.347 0.05349 -2.116 3.7741 0.592332 

List-wise 1.58675 1.359 0.006922 -1.8994 4.2644 0.53011 

Mean 2.30150 1.218 0.1075 -2.1419 4.1870 0.47784 

Median 2.27339 1.238 0.977 -2.0465 4.23 0.483390 
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Figure 3. Poisson distribution intercept Summary with 10% data non-response. 

With 10% missingness for a normal distribution table 4, there is clearly no major difference between the mean substitutions 

and leastwise deletion, perhaps a clear pointer that when non response is small it can be ignored without much effect on the 

sample size and results. 

Table 5. Wei bull Distribution Summary with 10% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S. E 

None 25.44464 0.01902 0.05794 -0.052649 0.029370 0.99247 

List-wise 25.547331 0.01783 0.01107 -0.050277 0.031643 1.019497 

Mean 25.54311 0.01686 0.01107 -0.50277 0.31644 0.964014 

Median 25.477415 0.0169 0.009958 -0.050805 0.31149 0.960140 

 

Figure 4. Weibull Distribution intercept Summary with 10% data non-response. 

From above figures and tables 5 and 6 for both Weibull and Poisson distribution with 10% missingness, median imputation 

does better. We note that a list-wise deletion is not a good method as can seen from the values of the intercept and standard error. 

Table 6. Normal Distribution Summary with 10% data non-response. 

Method Intercept RSE R-Squared Min. Residual Max. Residual Intercept S. E 

None 721.049822 2.682 0.2422 -6.3410 5.2815 33.352123 

List-wise 704.30506 2.692 0.01681 -6.1132 5.1475 35.82217 

Mean 704.30506 2.546 0.01681 -6.1132 5.1475 33.87254 

Median 704.17013 2.548 0.01681 -6.1467 5.1147 33.89641 
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Figure 5. Normal Distribution intercept Summary with 10% data non-response. 

With 10% missingness for a normal distribution both figure 

and table 6, there is clearly no major difference between the 

mean substitutions and leastwise deletion, perhaps a clear 

pointer that when non response is small with a normal 

distribution, it can be ignored without much effect on the 

sample size and results. 

5. Conclusion 

The aim was to establish the most reliable method of 

imputing missing data among the conventional methods. 

Simulation data set analysis show clearly that when data is 

MAR, Median imputation performed consistently better than 

list wise deletion. Median imputation equally did better than 

mean imputation for 30% and 10% non-response for both 

skewed distribution and the Normal distribution. 

Median imputation is proposed as the optimal method of 

missing data imputation for data non response for up to 30%. 

It is considered that use of median for data imputation, gives 

researchers an easy to obtain, ready tool for handling data 

non-response. 
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