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Abstract: In the era of data revolution, new types of data and data sources allow researchers to find innovative ways to study 
society and its dynamics. The concept of neighbourhood effects (NE) was born within the sociological debate on the relationship 
between territory and social phenomena inaugurated by Durkheim and continued by other authors from many disciplines. NE is 
a particular concept that is borne more by empirical evidence than theory. This aspect is quite problematic because it is easy to 
find studies that investigate how spatial characteristics influence social phenomena; however, there is no agreement on the ways 
in which spatial influence manifests itself or on which spatial elements have a sociological bearing. Initially absent in Internet 
studies, NE have been progressively investigated owing to the geo-media. Crowdsourced Geographic Information has made it 
possible to jointly analyze two dimensions previously considered incompatible, such as the online and offline worlds. The 
purpose of this study is twofold. The first objective is to analyze how the discourse on NE is evolving in digital studies that use 
crowdsourced Geographic Information. The second objective is to identify the critical elements of this approach. In particular, 
we will try to give the reader the answer to the following questions: What kind of geo-media has been used? Which topics do NE 
research focus on? What are the hypothesized mechanisms that link space and social phenomena? What are the most frequently 
used approaches for this purpose? A systematic literature review was used to answer these questions. 

Keywords: Neighbourhood Effects, Crowdsourced Geographic Information, Social Media, Ecological Analysis,  
Literature Review 

 

1. Introduction 

A neighbourhood is an area where people live and interact 
with each other and is characterized by social, ecological, 
cultural, and political factors. According to Sampson and 
colleagues [50] neighbourhoods are units nested within 
successively larger communities. 

Since neighbourhoods are one of several central settings in 
everyday life, it is possible to assume that they can, directly 
and indirectly, influence the choices and life course of people 
who live there [51]. Exploring this assumption and 
understanding how the neighbourhood influences individuals’ 
attitudes and behavior is the main objective of research on the 
so-called Neighbourhood Effects (NE). 

The current NE approach is often associated with Wilson’s 
[63] work entitled “‘The Truly Disadvantaged”, which deals 
with the effects of living in poor neighbourhoods [50, 61]. It is 
important to highlight that the relevance of spatial 

characteristics on individuals had already been classified 
and/or investigated before Wilson’s work. At the end of the 
19th century the concepts of social morphology and density, 
developed by the French sociologist Émile Durkheim, 
embedded already the territory, its composition, and its effects 
on individuals [35]. In the 1920s, the American Chicago 
School focused on the city, its areas, and the social processes 
and mechanisms that ran through it [6]. Later, in the 1940s, the 
Swedish researcher Tingsten [56] published a work to analyze 
spatial effects on electoral behavior. In this last research 
thread, the interest in the territory’s role was remarkably 
successful, as shown by Cox’s [8] studies on NE in the 1970s 
and subsequent studies by Miller [43] and Johnston [28]. 
Today, NE is investigated in many fields, including medicine 
and epidemiology [5, 37]. 

In the literature, it is possible to find research on contextual, 
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spatial, compositional, and structural effects. Although they 
belong to different research traditions, these concepts are 
sometimes used interchangeably with the concept of NE. 
Semantically, the concept of NE could better represent the 
properties of the investigated territory. It is possible to discuss 
the ideal size of a neighbourhood to detect its effects [31, 53], 
but the reference to the object studied is quite clear. Do exist, 
instead, more ‘contexts’ and ‘spaces’ [54] in which the 
individual can be placed (work, family, friendship). While, 
with ‘structure’ in the social sciences it is understood a 
different object [10]. Eventually, the concept of composition, 
although used to identify a specific type of NE, does not refer 
to the territorial sphere. Moving beyond the semantic 
questions, the debate around NE focuses more on the 
appropriate methodologies and statistical techniques to detect 
them and on the type of mechanisms that can generate them, 
than on definitional issues. To detect neighbourhood effects, 
ecological analysis, experiments, and natural experiments can 
be used. However, it is widely recognized that experiments 
and natural experiments are hardly ever used [48], so do 
research on NE mainly means to analyze aggregate data, and 
indeed, a relevant part in the debate regarding the NE concerns 
the development of statistical techniques capable of detecting 
them correctly. 

This development occurred hand in hand with the 
techniques that aimed to make inferences about individual 
behavior from aggregate data – such as the regression model 
proposed by Goodman [30] - without stumble into the 
methodological trap of the ecological fallacy identified by 
Robinson [26]. 

From Menzel’s [41] response to Robinson’s attack on the 
use of aggregate data - which he considered useless - it is 
possible, in fact, to draw indications on the correlation 
coefficient as a possible technique to use in order to 
hypothesize the existence of NE. 

In addition, other than correlation, more sophisticated 
techniques have been proposed, even though they suffer from 
the problem regarding the separation of the analysis levels. In 
order to be able to isolate neighbourhood effects, there is the 
need for a technique that considers both the individual and 
aggregate levels at the same time [13]. The answer to this 
question was a multilevel analysis, that marked a turning point 
in the study of NE. Clearly, multilevel analysis remains a 
limited option to use because the analysis depends on the data 
availability. 

Another relevant aspect for the analysis of NE is the study 
of mechanisms that relates neighbourhood to individual 
actions. An overview of the mechanisms was provided by 
Galster [16], who identified four families encompassing 15 
types of NE. The first family is Social-Interactive 
Mechanisms, which refer to social processes that are 
endogenous to neighbourhoods. The second family is 
environmental mechanisms that refer to natural and 
human-made attributes of the local space that may directly 
affect residents’ mental and/or physical health without 
affecting their behaviors. The third family “geographic 
mechanisms” refers to spaces’ aspects that may affect 

residents’ life courses. However, these aspects are the result of 
the neighbourhood’s location in relation with larger-scale 
political and economic forces. Eventually, the last family 
regards actions enacted by whom typically not live in that 
given neighbourhood but have the control on important 
institutional resources and/or on points of interface between 
neighbourhood residents and vital markets. Identifying the 
mechanisms underlying statistical evidence is not 
straightforward, because in most cases it is necessary to 
involve qualitative investigations, that are more expensive 
than the quantitative ones for the research budget. 

Despite the wide-ranging reflections that have developed 
around the NE and the empirical evidence gathered over time, 
there is still a debate regarding their existence. This is not 
surprising since the neighbourhood and more generally the 
territory - except for the classics mentioned above - have never 
played a relevant role in sociological elaboration. This 
absence regarding the space in the history of social theory and 
sociology itself, has led, in the twentieth century, some 
authors to talk about aspatial sociology [40]. 

However, the knowledge accumulated in this strand of 
studies, through the connection with the processes of 
datafication and the explosion of big data, can now create 
more value. Currently there is, in fact, an increasing 
availability of geo-localized data, that with the suitable 
theoretical premises, may bring out information on social 
phenomena. This growing amount of geo-localized data could 
open up new scenarios for NE. Since that much of 
geo-localized data come from social media, now seems 
possible to combine two worlds previously imagined 
completely separate: online and in-vivo. 

This research aims to explore this possibility and its 
implications by reviewing the literature on geolocatized data. 

In particular, the aim is to verify the existence of an NE 
approach using geo-data from social media and, if it is 
possible, its maturity, prospects and possible gaps. This could 
be useful for assessing the necessary steps for further analyses 
and for evaluating if geo-data analyses are data-driven or 
theory-driven. This aspect is not trivial because allows the 
comprehension on how the new information context 
influences the epistemological level of the research. 

Scholars who are committed to ecological and NE analysis 
are aware of the problem of sources, their updating and 
consistency. Therefore, it is important investigate which 
territorial variables are used as well as the analytical 
approaches used (quantitative or qualitative or mixed methods) 
to assess the maturity of this new line of research. 

RQ1 Is there a NE-related approach working on geo-social 
data coming from social media? 

RQ2 What are the geo-social data sources used? 
RQ3 What aspects of the territory are taken into 

consideration? 
RQ4 What type of approach is used? 
The article is structured in the following way. In the second 

paragraph, a review of the types of geographic data from the 
platforms and from the web will be made to identify the ones 
suitable for the research. The methodology used for the 
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literature review will be described in the third paragraph. In 
the fourth paragraph the principal themes of the literature on 
geo-social data will be identified. Then, in the fifth and sixth 
paragraphs will be investigated 1) the research that uses 
geo-data in compliant perspective with NE, 2) the sources and 
types of geo social data used in the literature and 3) the 
approaches used and the characteristics of the territory. 

2. New Data for NE Studies 

In recent years, there has been a sharp increase in the 
volume, variety, and velocity of data from different sources. 
The big data concept is typically used to describe this vast 
amount of data. Big data are mainly the product of the 
datafication process [39], which implies the transformation of 
economic, social and, in general, individual life into data. 
Prosumerism [36], one of the main features of web 2.0, refers 
to the fact that most of these big data are produced by web 
users: the so-called “user-generated content” (UGC). UGC is 
the content (i.e., text, images, video) posted and freely shared 
by users on blogs, forums, social media, wikis, and so on. 

This kind of big data can sometimes convey geographical 
information (GI), which has evolved with Web 2.0. Other 
kinds of data contain GI, such as mobile phone data, and for 
this reason, Niu and Silva [46] to define them all proposed the 
unique concept of “crowdsourced geographic information” 
(CGI). 

There are at least three ways to obtain geographic 
information from the data [42]. The first is the geotagging 
process which occurs when spatial coordinates are assigned to 
the data. The other two ways to extract spatial information are 
geocoding and geoparsing. Geocoding refers to the 
transformation of a well-formed textual representation of an 
address into a valid spatial representation, while geoparsing is 
the extraction of geographic information from unstructured 
free texts. 

Once this data has been collected, it is possible to classify 
them according to two criteria: a) voluntariness in content 
creation and b) the role played by the territory in the content. 
By combining these two criteria, it is possible to distinguish at 
least four types of data (Cfr. Table 1). 

Table 1. Type of CGI. 

  Voluntariness 

Territory’s 
role 

 Volunteer Non-voluntary 
Primary territory’s information produced and shared by users information collected by navigation apps while using them 

Attachment 
thoughts and opinions shared by users containing geographical 
references 

information about the user's location during daily activities 

 

In the first type, the territory is the focus of the voluntary 
user activity. Goodchild [20] has called this data "volunteered 
geographic information" highlighting that individuals 
intentionally add information regarding the territory. 
Platforms like Wikimapia, Google Earth and photo-sharing 
web applications like Flickr, Panoramio and Picasa Web are 
large databases of this kind of data provided by users that 
share information about a specific location or specific areas. 
This kind of geographical information has been called 
"volunteered geographic information" to stress that the user 
was actively involved in the information creation process. 

In the second kind of data, the content is created voluntarily 
by the user but has no direct reference to the territory. In such 
cases, spreading geographic information is not the final 
purpose of content production [52]. For example, a Twitter or 
Facebook user who automatically adds his or her position 
when sharing a thought or opinion. It is important to 
emphasise that is possible to find also first-type data, such as 
Facebook' check-in' data on these platforms. 

In the third and fourth kinds of data, there is no intention to 
share any content with others. The third kind of data comes 
from a platform or app where space plays a central role in the 
user experience; for instance, google maps that help the user 
find their way to a particular place. The user, through these 
apps, gives information about his or her location and 
movements. This data is collected in the background and 
serves many purposes, including commercial ones. 

In the fourth type of geographic data, the spatial dimension 
plays no role, and the user is unaware that data on his or her 

location is being collected. 
Most telephone networks generate Call Detail Records 

(CDRs), i.e., data records produced by a telephone exchange 
that document the details of a call or SMS passed through the 
device. CDR data are suited to tracking the entire population 
with relatively high spatial accuracy [4, 58]. 

Moreover, some apps, that do not offer geographic services, 
also collect data on the user's location, requesting the 
permission to detect it with the promise of improving the 
service. 

The spread of geographical data of users gave birth to the 
spatial turn in media studies and the media turn in 
geographical studies [55]. In particular, the availability of the 
first and second types of CGI has made it possible to study the 
territory's influence on social phenomena that have 
communicative implications. 

3. Methodology 

To address the aim of this research, a systematic literature 
review (SLR) was carried out during a temporal range that 
goes from September 2022 to November 2022. The SLR was 
conducted using PRISMA methodology [44, 45], a rigorous 
procedure to search, select, and analyse the findings from the 
literature based on the objective of the study. 

According to other systematic reviews and to the PRISMA, 
the steps of identification, screening, eligibility, and inclusion 
[44] were followed. This plan guaranteed the methodological 
accuracy, replicability, and transparency of research [57]. 
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3.1. Identification 

The research was carried out in the academic research 
databases SCOPUS and Web of Science Core Collection 
(WOS) databases, choose for their extensiveness and 
relevance in social sciences [47]. Research in the different 
databases focuses on the following research string: 
((("ecological analysis" OR "territorial" OR "physical space" 
OR "urban space" OR "spatial characteristics" OR "spatial 
properties" OR "spatial effect" OR "neighbourhood effect" 
OR “neighborhood effect” OR "contextual effects" OR 
"environmental effects" OR "spatial analysis") AND ("user 
generated content" OR "crowdsourced geographic 
information" OR "Volunteered Geographic Information" OR 
"social media" OR "social networks" OR "weibo" OR 
"facebook" OR "twitter" OR "tiktok" OR "instagram" OR 

"reddit" OR "wechat" OR "whatsup" OR "foursquare" OR 
"flickr" OR "kuaishou" OR "pinterest" OR "douyin" OR 
"panoramio" OR "wikimapia" OR "picasa"))). The keywords, 
connected with the “AND” and “OR” Boolean operators, 
needed to appear in the title, in the keywords or in the abstracts 
of the papers to ensure a comprehensive search. As can be 
seen, the search string is divided into two parts. The first 
contains references to concepts relating to spatial analysis 
(urban space; territorial; etc.) and NE (neighbourhood effect; 
contextual effects; environmental effects,...). The second part 
of the string concerns social media through generic 
references (e.g., social media; social networks) and punctual 
ones (e.g., Facebook, Twitter, etc.) references. 2560 records 
were produced from Scopus and 1378 from WOS (cfr. Table 
2). 

Table 2. The process of data collection. 

Database Keywords Records 

Scopus 

TITLE-ABS-KEY: ((("ecological analysis" OR "territorial" OR "physical space" OR "urban space" OR "spatial 
characteristics" OR "spatial properties" OR "spatial effect" OR "neighbourhood effect" OR “neighborhood effect” “ OR 
"contextual effects" OR "environmental effects" OR "spatial analysis") AND ("user generated content" OR "crowdsourced 
geographic information" OR "Volunteered Geographic Information" OR "social media" OR "social networks" OR "weibo" 
OR "facebook" OR "twitter" OR "tiktok" OR "instagram" OR "reddit" OR "wechat" OR "whatsup" OR "foursquare" OR 
"flickr" OR "kuaishou" OR "pinterest" OR "douyin" OR "panoramio" OR "wikimapia" OR "picasa"))) 

2560 

WOS 

TITLE-ABS-KEY: ((("ecological analysis" OR "territorial" OR "physical space" OR "urban space" OR "spatial 
characteristics" OR "spatial properties" OR "spatial effect" OR "neighbourhood effect" OR “neighborhood effect” "contextual 
effects" OR "environmental effects" OR "spatial analysis") AND ("user generated content" OR "crowdsourced geographic 
information" OR "Volunteered Geographic Information" OR "social media" OR "social networks" OR "weibo" OR 
"facebook" OR "twitter" OR "tiktok" OR "instagram" OR "reddit" OR "wechat" OR "whatsup" OR "foursquare" OR "flickr" 
OR "kuaishou" OR "pinterest" OR "douyin" OR "panoramio" OR "wikimapia" OR "picasa"))) 

1378 

 

3.2. Screening and Eligibility 

After the first step, the inclusion and exclusion criteria (cfr. 
Table 3) to obtain the relevant literature in database [7] were 
set. Regarding the type of document reviews, editorial, 
conference papers, “in press” papers, book chapters and 

working papers were excluded, while articles published in 
international and national peer-reviewed journals in English 
language belonging to the research field of social science 
were included in the analysis. 

Table 3. Inclusion Criteria. 

Criteria Description 

Document Type Peer-reviewed journal articles 
Language English 
Research Domain Social Science 
Timeline Until November 2022 

 

It is important to highlight that no temporal range was set, 
neither a minimum number of citations were not included 
because of the novelty of the topic under study. On this basis, 
975 records from Scopus and 521 from Web of Science were 
obtained. 294 out of 1496 records, obtained from Scopus and 
Wos, were rejected as duplicates. Based on the reading of 
1202 abstracts, 949 papers were deleted, because of their low 
pertinence to research aims and review objectives. Most of 
the delete records contained the keyword “network analysis” 
referred to the methodology used within the work and was 
not pertinent with the research aim. 

3.3. Inclusion 

In the last phase of the PRISMA methodology, after 
reading the full texts of all 253 remaining articles, 194 
publications were included in the review process to 
individuate the main themes related to the CGI through the 
bibliometric analysis. Then, to address the question related to 
the NE approaches, a content analysis on 47 articles was 
performed (Figure 1). 
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Figure 1. The assessment and selection of contributions: PRISMA flow diagram. 

4. Findings 

4.1. The CGI Scientific Production 

Vosviewer, a program developed primarily for 
bibliometric analysis, was used to identify the network of 
central cores of the scientific production related to CGI. The 
article's keywords were chosen as reliable proxies for the 
fields and the topics studied in the articles. The suitable 
keywords for the network were selected according to a 
minimum occurrence threshold (4). Of the 1313 keywords, 
less than 8% met the threshold. In addition, keywords related 

to the spatial statistical techniques used within the papers 
were removed. 

The occurrence threshold of 4, by excluding the less 
popular keywords, brought to light the modal cores of the 
scientific production using CGIs (RQ1). As shown in Figure 
1, there are four thematic cores identified. In the first two, 
CGI are mostly related with population’s movements in 
space, time and among various urban activities. 

The two clusters refer to (a) tourism and (b) urban 
planning. 

Regarding the first cluster, its component keywords are 
connected to the various aspects of the tourism phenomenon: 
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the tourist flows management; the identification of spatial 
patterns that explain their distribution in the city [60]; the 
discovery of emerging places from the touristic point of view 
[34] the link between the places’ heritage and the number of 
tourists [29], and so on. 

There is a thriving literature using CGI focused on tourism, 
which is very valuable due to the lack of up-to-date databases 
on the phenomenon. Moreover, in this cluster appears the 
social Flickr [29, 60], a platform where users can upload their 
photos, especially regarding visited places. This kind of 
photo are often used as trace of the people's passage, making 
possible the study of the phenomenon. 

In the second cluster, that collect the scientific production 
on urban planning, there are used similar data to the previous 
cluster analysed. From the analysis of the works emerges that 

the topic of urban planning, especially within the smart city, 
is gaining increasing interest. This cluster is characterised by 
contributions based on human activities and mobility, and its 
ecological unit of analysis is the city. For example, some 
authors try to identify the factors that are be able to predict 
which places could develop more urban vibrancy [58] while 
others assess the accessibility of urban spaces and what are 
the points of interest [24]. Moreover, starting from points of 
interest, according to Yin and colleagues [65] could be 
delineate/define urban boundaries through the analysis of 
human activity rather than through administrative limits. The 
third and fourth clusters are included research that considers, 
as well as the spatial aspect, the communicative aspect of 
CGI. 

 

Figure 2. Main Topi. 

In fact, in the third cluster, there is the keyword sentiment 
analysis, which is a technique used to analyse the content 
shared by the user. Accordingly, this cluster’s core is not a 
particular theme but the data sources, such as Instagram and 
Twitter. In particular, the latter social turned out to be a 
precious source for social researchers because it represents a 
database where it is possible to find individuals' opinions, 
thoughts, and attitudes on many social phenomena. In 
addition, given the fact that Twitter's public APIs provide 
easy access to the platform’s data, social media monitoring 
systems usually start from there. Moreover, in this cluster, 
there is a strong influence of the COVID-19 pandemic. The 
scientific production related to the COVID-19 pandemic is 
impressive. The collected studies have used different analytic 
techniques, including spatial-temporal analysis, to investigate 

the relationship between the spread of the pandemic in 
territories and the citizens' sentiment toward COVID-19 [2] 
or vaccine [64]. The pandemic, with the resulting lockdown, 
affected every aspect of social life, including the spatial 
arrangement; so, it is possible to find studies that combine 
the theme of space use - pre- and post-pandemic - with 
segregation [33]. Furthermore, segregation, as topic emerged 
in this cluster, is analysed both related to the COVID-19 and 
through its constitutive aspects, such as the language 
segregation [59]. The core of the last cluster is the concept of 
neighbourhood, understood as an ecological unit. Regarding 
the neighbourhood the most frequent studies deal with crime 
[9] and social networks [62]. 

In particular, the works on social networks regard the 
relationship between online networks and the type of 
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neighbourhood [18] and the online network and the network 
in physical space [62]. 

Although it plays a role in this cluster, the neighbourhood 
concept turns out to be outside the centre of the network as it 
was possible to imagine. There are two reasons behind this 
result. The first is terminological; as seen in the first 
paragraph, there are different concepts to identify the 
influence of the territory on the investigated phenomenon. 
The other reason is related to the conception of space that 
prevails in the works and this is the other result that emerges 
from the overall reading of the literature. 

So, it is possible to divide the analysed articles into two 
macro-areas according to the type of relation with the 
territory that emerges from the analysed phenomenon. The 
first area is characterised by a geographical approach 
inasmuch as it deals with the analyses of the spatial 
distribution of the analysed phenomenon. The second area, 
on the other hand, deal with the influences that territory's 
characteristics can have on the phenomenon analysed. 
Moreover, in this area, it is possible to find works that focus 
on neighbourhood characteristics, that are the 25% of the 
articles that built the network. Thus, these contributions were 
analysed to address the last three RQs presented above. 

4.2. The Sources Used 

Three findings emerge from the analyses of the sources 
used in the articles examined (RQ2). The first one regards the 
geography of social media used as a database. As seen in 
table 4, among the different social media, it is possible to 
find Weibo, the most used social media for studying the 
Chinese context, in which, due to governmental censorship, 
many of the social media used in the West are blocked. 

A social platform can be a good data source only if it has 
an adequate number of users in its area of reference. For 
example, Twitter could be a handy data source in countries 
such as Spain, England, or the United States, where at least 
40 per cent of the network users use it monthly, while in 
Germany, the users are only the 20 per cent. However, the 
spread of a social platform among the population does not 
guarantee its representativeness. The social's platform 
population characteristics are not the same as the overall 
population in terms of sociodemographic characteristics and 
spatial distribution [3, 21, 27]. Urban areas, for example, are 
often over-represented compared to inland areas [11]. Since 
each social platform has its target audience, the bias between 
them is not equal. Using geolocated data and techniques for 
retrieving user sociodemographic information could be useful 
in dealing with these biases. The second result that emerges, 
looking at the table 4, is that Twitter is the social media most 
used as a data source. This is undoubtedly related to the fact 
that it has a very high number of global active users (436 
million - [22]), and in some countries, it is used by almost 
half of the network's users. Since it is a micro-blogging 
platform, it is possible to retrieve textual material from it. 
Similarly, through the network analysis it is possible to 
analyse the network structure between concepts and subjects. 
The main reason for this success lies in the fact that Twitter, 

through the API, allows free downloading of user activity 
data; this characteristic is crucial in the current search 
environment defined as post-API [15] because the 
proprietary closure [38]. Anyway, like Twitter also Instagram, 
although with some limitations, allows API access. The 
frequency distribution results (table 4) show that Facebook - 
the most used social in the world (almost 3 billion active 
users - [22]) - is rarely used in research. That is clearly due to 
data restrictions that have become even tighter since the 
Cambridge Analytica case. The last result concerns the use of 
multiple CGI sources. For example, 10% of the papers 
consider two CGI sources. It is important to specify that, 
beyond CGI sources, these research are multi-source since 
CGI data are usually related to other types of data drawn 
from pre-existing databases such as the census database. The 
analysis of the sources shows that data policy, as well as 
government and citizen policy, considerably influences both 
1) the actions of researchers in this field when it places 
circumventable barriers to the use of data; and 2) most parts 
of the research regarding social media. Currently, Twitter is 
social with minor restrictions and, therefore, most used for 
spatial media analysis, even though only a small percentage 
of tweets [66] contain the geographic tag. It is considered 
equally interesting that Facebook's contribution to this strand 
of analysis is almost irrelevant. 

Table 4. Main sources used. 

Source Freq 

Facebook 2 
Foursquare 3 
Instagram 3 
Weibo 5 
Twitter 40 
Tot. sources 53 
Tot. Articles 47 

4.3. How to Relate CGI to Territory 

Working on the Twitter platform means accessing the 
textual content produced by users. It is no by chance that 
about a third of the articles analysed, take into account the 
textual content of tweets Despite that, in an equally large 
proportion of articles is analysed the simple trace in space 
left by users. For example, in studies concerned the Jacobsian 
concept of Urban Vibrancy [25], the position in the space is 
detected using the user's number of access into shops or in 
public places as indicators [32, 58]. Based on this 
information, Adelfio and colleagues [1] identify an inverse 
relationship between the economic well-being of the 
neighbourhood and the vitality of public spaces. In a smaller 
proportion of articles, instead, the focus is on geolocalized 
online networks, that are useful proxy to study the social 
vitality of neighbourhoods. For example, Gibbons and 
colleagues [19] study the density of location-based 
interactions between gentrifying and non-gentrifying 
neighbourhoods. As shown by the analysis, the informative 
contribution of CGI to social phenomena studies is various. 
Working on the textual content, more than the physical trace, 
ensures a better flexibility to the researcher. From the users' 
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verbal expressions, in fact, can be derived information about 
a lot of social phenomena. So, whatever information is 
gleaned from the CGIs, it is always interesting understand 
how this content is combined with both the characteristics of 
the in-vivo world and the territory. 

Table 5. Territorial variable used. 

Variables Freq. 

Real estate market 5 
Local economy 6 
Infrastructure 10 
Medial 11 
Physical/ Positional 11 
Socio-demographic 23 

Table 5 shows the groups of independent variables used in 
the articles (RQ3). There have been identified seven modes: 
socio-demographic; media; infrastructural; physical/location; 
local economy; real estate market, and one defined as 'other' 
which includes less used aspects, such as the characteristics 
of the natural environment. Regarding the category 'media', 
the analysis shows that the 80% of the studies constructs its 
dependent variable from the information from CGIs; while in 
a smaller proportion of studies (less than 20%), the 
dependent variable is constructed on information from 
classical databases. In these articles, information from CGIs, 
the so-called 'medial variables', intervene in the analysis as 
independent variables. The medial variable often consists of 
textual content, as it is possible to see in the research by 
Ristea and colleagues [49] who include the number of tweets 
with violent content in their regression model to explain the 
number of violent acts. This research seems to embrace the 
conceptualization of space borrowed from Lazarsfeld's 
studies, where the focus is on the communicative aspect of 
the neighbourhood. Regarding Galster's conceptualisation 
[16], considering that textual content may convey values and 
beliefs, it is considered that the "media variable" forms the 
background to Social-interactive Mechanisms. This type of 
mechanism characterizes also studies that consider 
socio-demographic-economic explanatory variables, such as 
the percentage of university graduates, the percentage of 
foreign population, the percentage of employed people and 
so on. These are the most frequently used variables, and half 
of the articles analysed use them. On the other hand, even in 
ecological studies, population characteristics are often used 
to explain multiple social phenomena. In terms of usage, 
after the socio-demographic variables, it is possible to find 
the already mentioned medial variables, then the physical 
location and infrastructure variables (i.e., metro and/or roads 
and their physical characteristics, the quality of spaces, parks, 
etc.). These variables refer to environmental mechanisms. In 
this group of mechanisms there are included also the 
variables concerning the real estate market, used in five 
articles. With the physical/location variables, authors identify 
the metric characteristics of space both in an absolute sense, 
such as the m2 of the ecological unit investigated [23] and in 
a relative sense, such as the distance of a given area from the 
city centre, an infrastructure, or a service [17]. These 

characteristics make it possible to identify the geographical 
mechanisms that refer to the various spatial aspects of the 
investigated ecological unit. Finally, there is the variable 
related to the local economy, which is used in six articles and 
basically relates to business activity characteristics. This 
variable recalls the institutional mechanisms. As emerged 
above, the category “other” includes variables with an 
unremarkable frequency, such as the characteristics of the 
natural environment. It is unlikely to uniquely connect this 
category to a mechanism because the variables included in 
this mode recall both institutional and environmental 
mechanisms. The sum of the frequencies used gives a higher 
value than the articles examined. That is because some 
articles in their explanatory models take more than one 
variable, and consequently more mechanisms, into account at 
the same time. All the articles analysed, as seen, relate the 
phenomenon to territory's characteristics, i.e., 
socio-demographic, institutional, media etc. It is clear that 
this is not a proper result but the product of the paper 
selection, which excluded the ones apart from the tradition of 
NE studies. Findings also shows that all the articles use a 
quantitative approach (RQ4) and none use qualitative or 
mixed methods. Due to their amount, big data hardly can 
investigate into purely qualitative studies; however, in-depth 
studies of the emerging results to corroborate the 
mechanisms identified in the analysis could enrich the debate. 
In the articles, it is possible to appreciates varied techniques 
that implement the spatial dimension in statistical analysis to 
identify spatial patterns. 

5. Discussion and Research Agenda 

This study carried on a SLR to show that there is a new, 
although uncertain, frontier to explore for NE constituted by 
CGIs. New Frontier’s assessment: as seen in the analysis of 
thematic cores, CGIs represent a precious information 
resource for territory management. It is not by chance that 
one of the pillars of the smart city concept is monitoring the 
territory through geolocalized data. CGIs can also be very 
useful in the study of NE. In addition to physical traces, it is 
possible to infer information on multiple phenomena through 
textual and network analysis. However, this possibility is 
closely linked to the actual availability of the information on 
the territory. In fact, many of the studies reviewed concern 
contexts where devices are used to detect CGIs. Moreover, 
the spread of social platforms is different among population 
groups or territories, making the possibility of generalising 
results very distant. This would be difficult also since a large 
part of the CGIs does not contain socio-demographic 
information, that maybe can be obtained in the future thanks 
to the development of predisposed algorithms. These 
limitations should not be neglected because they represent 
the work that can be done on the topic, to cross the new 
frontier Thanks to the review of the work, it was possible to 
see, for instance, that the content of tweets varies according 
to the territory's characteristics, or the online networks vary 
according to the characteristics of the neighbourhood and/or 
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spatial proximity. Therefore, it is clear that CGI can be useful 
in the study of territory and of NE, and to deepened over time 
the relationship between the online world and the in-vivo 
world. New frontier’s exploration: the production of NE that 
includes the use of CGIs is still in its infancy, and this is 
confirmed by the number of articles identified for review, 
which is less than 50. In the articles analysed, a quantitative 
approach to the study of NE prevails, and this is clearly in 
line with the fact that CGI is Big Data. Qualitative studies 
concerning the online and in-vivo world do exist, but they 
mainly concern how the online contributes to changing the 
interpretation of the in-vivo world. Integrating a qualitative 
step into NE studies could cost a lot, especially if this phase 
could only carry on through traditional tools. However, 
besides quantitative analyses, it is also possible to carry out 
qualitative analyses on data from social platforms in a 
mixed-method perspective. This type of analysis requires 
fundamental theoretical skills and digital and data analysis 
skills. Skills that are easier to find in multidisciplinary groups. 
Thus, the NE approach could be digitize and broaden by 
identifying, for example, new reference concepts. The 
analysis of the variables and the mechanisms underlying it 
revealed a full awareness of the possibility that territory and 
neighbourhood have to influence social phenomena. In 
addition to the classic socio-anagraphic variables, less 
obvious variables, such as infrastructural and/or institutional 
ones, were considered. This indicates research specifications 
that reflect different conceptions of space. This is the case of 
the inclusion of medial variables, that seems to be in line 
with the concept of space borrowed from Lazarsfeld's 
American studies. This conceptualization completes the more 
classical one derived from Durkheim's seminal concepts. 
Importing a theoretical space conception, whether American 
or French derivation, within studies concerning CGI is 
fundamental to avoid naïve analytical approaches to 
territorial phenomena. On the other hand, the inclusion of 
CGIs could advance studies on NE. This is the case of the 
concept of triple neighbourhood disadvantage, which imports 
the digital dimension into the classical concept of 
disadvantage through the use of in- and outgoing networks. 
New frontier’s uncertainties: Currently, a large part of the 
CGI used comes from private companies that make their data 
accessible. This not only could influence the research 
directions but also makes them uncertain. Working on 
pre-established and locked databases, could force researchers 
to identify the own research questions upstream, so they 
could be addressed with the available data. On the other hand, 
it is important that these data can be used as valid proxies for 
social phenomena, as shown in the above review. A 
particularly critical aspect regarding the new frontier is the 
possibility for private individuals to shut down valuable 
channels for knowledge of the social world, thwarting, in this 
way, also the previous cognitive efforts. Algorithms for 
analysing the textual content of tweets - also with a 
geolocalization point of view (the geoparsing algorithms) - 
have been developed. However, if the new owner of Twitter, 
Elon Musk, 'shuttered down' Twitter's API legitimately, these 

cognitive efforts would be lost as well as the possibility of 
producing knowledge through that channel. Compared to the 
past, now there are private organizations that possess an 
essential amount of information and data on the social world 
and its dynamics. So, it become more important that 
traditional public data sources should catch up with the times 
by integrating new data sources (i.e., CGIs) and making them 
available to researchers and to various stakeholders. This 
would ensure continuity and increased knowledge capacity. 

Thus, the analysis of the social research literature carried 
on through the thematic analysis, the analysis of the sources, 
the one regarding the variables and the approaches’ analysis 
focuses on CGIs led to the identification of some gaps and 
future research directions. 

Research direction 1: Implementing mixed methods 

approach 

The review revealed that there is the need for 
implementing in-depth qualitative techniques to provide 
further robustness to the results and possibly corroborate the 
agent mechanisms. For this reason, it might be helpful to 
implement mixed methods approaches in order to analyse 
digital data [12]. 

Research direction 2: Increase of multi- and 

inter-disciplinarity 

The social research on CGIs is dynamic and is developing 
on fragmented disciplinary lines. In particular, the review, 
through the analysis of existing works, has shown the need of 
interconnections among different fields of knowledge [14], 
for better manage the topic by looking at the totality of the 
phenomenon. 

Research direction 3: public production of CGI 
In order to explore the above research directions, however, 

on the one hand, the problems of demographic and territorial 
representativeness, and on the other the actual availability of 
data, will have to be addressed. From the review emerged an 
important role for public organizations and governments in 
providing accessible online information for scientist and a 
greater public bodies' and researchers' involvement in 
producing CGIs could be a key to future studies. 

6. Conclusion 

This paper provides a synthesis of the current conceptual 
and empirical literature on CGIs. The literature review 
revealed that CGIs are progressively being implemented in 
N.E. studies. The first theoretical contribution of this study 
pertains to the demonstration of possible relations between the 
online world and the in-vivo world, these works, in fact, have 
shown the existence of a new frontier for the study of N.E. The 
second implication of the review lies in the harmonisation of 
the existing knowledge in four macro-areas that underlines 
which are the main stressed topics in literature. Moreover, 
from a theoretical point of view the concept of territory 
borrowed from the approach and present in the articles 
analysed, even if not in an explicit form, may be helpful to 
those who are preparing to analyse CGI. Eventually, one of the 
most important implications of the review, in fact, is the 
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development of a research agenda, highlighting that the 
approach is promising because it opens new investigation 
scenarios and lends itself to developing new analytical and 
theoretical concepts. Regarding the practical implications, this 
study can contribute to a general understanding of the 
phenomenon for policymakers who wants to address better the 
territory management, highlighting the possibility to create, 
through CGI, data strategies to transform the government and 
public services, making them more citizen-centric, responsive, 
accountable, and transparent. Moreover, the work shows the 
need for policymaker to create public dataset of essential data 
for research useful also for sustainable urban planning and 
development. 
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